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ABSTRACT 
 
 
LIN, LINYU. Development and Assessment of Smoothed Particle Hydrodynamics Method for 
Analysis of External Hazards. (Under the direction of Dr. Nam Dinh). 
 

Smoothed Particle Hydrodynamics (SPH), as a Lagrangian method, is one of the particle-

based Computational Fluid Dynamics (CFD) methods. Because of the unique capability of SPH 

in handling large-scale fluid simulations with complex interfacial structures, SPH methods are 

used as the CFD tool for simulating the generation, propagation, and interaction of flooding and 

high wind with the Nuclear Power Plant (NPP). For the modern NPP risk analysis methodology 

named Risk-Informed Safety Margin Characterization (RISMC), SPH is first controlled by the 

statistical software, and multiple simulations are performed by sampling the initial and boundary 

conditions based on the uncertainty information of external hazards. Next, the simulation results, 

including the hazard trajectories and impacts on the reactor structure, system, and components, are 

fed back to the risk analysis tool for identifying the reactor vulnerability under uncertain external 

hazards and managing the reactor safety margin. The previous study assumes that SPH methods 

and simulation packages are applicable to the external-hazards risk analysis and that simulation 

uncertainties do not affect the confidence of safety decision. However, since the product of RISMC 

aims to inform and support the decision-making regarding the design, operation, and safety of NPP 

that has high consequences, a convincing validation process is needed to systematically assess the 

credibility of SPH simulations for designated scenarios. At the same time, considering the potential 

gaps between established validation framework and application requirements, new methodologies 

and techniques need to be developed and incorporated for improving the framework. Therefore, 

this study has two primary objectives: 1) assess the credibility of SPH methods as the RISMC 

simulation tool for external-flooding and high-wind risk analysis with established frameworks; 2) 
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improve the assessment framework by identifying and bridging the gaps of practical issues and 

application requirements.  

In this study, the well-established methodology Code Scaling, Applicability, and 

Uncertainty (CSAU) and its regulatory guide Evaluation Model Development and Assessment 

Process (EMDAP) are employed to assess the credibility of SPH methods. Expert opinions are 

elicited from the author’s knowledge, and validation data are collected from the literature. Next, 

adequacy decisions and performance conclusions are made for SPH methods according to the 

database scaling analysis and the assessment results. At the same time, framework issues and 

methodology insufficiency are identified accordingly. Attempting to bridge the gaps, three novel 

methodologies are proposed and formalized according to the application requirements. Meanwhile, 

case studies are set for demonstrating their capabilities and potential issues. In addition, the scopes 

of two additionally required methodologies are defined, and a flowchart of the improved 

CSAU/EMDAP framework is suggested. Finally, a summary of findings and contributions is made 

together with a discussion on future works. 
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1. INTRODUCTION 
 
 

On March 11, 2011, Tōhoku earthquake occurred near Japan and triggered a 13-15m high 

tsunami. In Ōkuma, the wave overtopped the seawall of the Fukushima Daiichi Nuclear Power 

Plant, flooded and disabled the plant’s electrical system. From March 12 to March 15, the 

insufficient cooling leads to core meltdowns, explosions and release of radioactive material in Unit 

1, 2 and 3 (Figure 1-1). Since this accident, increased attentions are paid on to the risk assessment 

of Nuclear Power Plant due to external hazards. In this chapter, external hazards, including 

flooding and high wind, are introduced. The well-established Probabilistic Risk Analysis (PRA) 

method and a novel Risk-Informed Safety Margin Characterization (RISMC) methodology are 

introduced as the tools of risk analysis and safety management. Since physical models and 

computational software are applied in risk analysis to capture transient phenomena during accident 

scenarios, validation framework designed to assess the accuracy of model and software, has been 

constructed and described in this chapter.  

 

 
Figure 1-1: Picture of Fukushima accident from BNN [1]. 
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1.1. NPPs’ Risk due to External Hazards 

In this study, two major external hazards are considered: flooding and high wind. Scenarios 

of high wind have been analyzed for two decades. Required by U.S. Nuclear Regulatory 

Commission (NRC), the risk of high wind, including the direct impact and wind-generated missiles, 

are investigated with PRA and presented in the design control document for the licensing of newly 

designed NPP [2] [3]. Besides, extensive preparations for the hurricane are required to make for 

both Nuclear Power Plant (NPP) owner and operator before the hurricane’s landfall. While for 

flooding scenarios, the safety analysis relies on external-hazard PRA with designated event 

progressions [4].  

 

1.1.1. Risk of Flooding Hazards 

Requiring plentiful, reliable sources of water for cooling purposes, many NPPs are located 

near a body of water, like river or ocean. However, recently the occurrence of Fukushima accident 

warns regulator and industry that the water source could result in great danger. The floods could 

damage equipment, knock out the plant’s electrical systems, disable its cooling mechanism and 

lead to core melting. Unlike Fukushima, tsunamis are not the major risk for most NPPs in U.S., 

natural weather, like heavy rain and snow, can cause rivers to overflow, and the tropic storms can 

cause storm surges and threaten NPPs near coasts. Another significant source of floods is dam 

failures. Different from river overflows or hurricanes, dam failures usually occur with little or no 

advanced warning, which leaves the operator less time to prepare. As stated in an NRC report [5], 

700 dam failures have occurred in U.S. since 1975. Since 34 nuclear plants lie downstream from 

more than 50 dams [6], the cumulative likelihood of at least one plant being flooded due to dam 

failure is too high to ignore. Responding to the concerns of NPP safety due to external flooding, 

U.S. NRC has developed recommendations [7] [8] for further regulatory actions in the seismic and 

flooding designs, and emergency preparations. In addition, U.S. NRC also requests a flooding 

reevaluation at NPP sites from power reactor licensees and holders of construction permits. Figure 

1-2 shows some proposed strategies for post-Fukushima NPP safety enhancement. If the 

reevaluated hazards are found to be not bounded with current design basis, an integrated 

assessment is required from the respondents. The integrated assessment is to “evaluate the total 
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plant response to the flood hazard, considering multiple and diverse capabilities such as physical 

barriers, temporary protective measures, and operational procedures [9].” Besides, two specific 

guidance is made for the assessment of flooding hazards due to dam failure [10] and for performing 

a tsunami, surge, or seismic hazard assessment [11]. Detailed descriptions and proposed safety 

strategies are further introduced in the following sections. 

 

 
Figure 1-2: NRC post-Fukushima safety enhancements [12]. 

 
1.1.1.1. Flooding Hazards due to Dam Failure  

There are many reasons that could cause dam failure, including a seismic event, a structural 

defect, or human-performance-related issues. In fact, not only the reactors located at the 

downstream of dams will be threatened by such risk, some dams would also impact the plant 

because of backwater effects. As a result, U.S. NRC first requires a screening of all dams located 

near an NPP site. Next, a detailed analysis (Figure 1-3) is performed for the potentially critical 

dams, which includes estimation of demand and loads, assessment of credible failure modes, 

breach analysis, round routing and inundation mapping.  
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Figure 1-3: Overview of detailed dam failure flood hazard analysis from figure 2 of JLD-ISG-

2013-01 [10]. 

 

Next, after identifying the critical dams their failure consequence, a probabilistic hazard 

analysis needs to be performed. However, except for the seismic failure, where Probabilistic 

Seismic Hazard Analysis (PSHAS) is considered, other types of dam failures, including extreme 

rainfall and sunny-day dam failures, do not have a widely accepted methodology to estimate their 

failure probabilities. Figure 1-4 shows a dam failure process prepared by Hanson et al. [13] induced 

by headcut erosion. The initial overtopping flow results in sheet and rill erosion, and further 

develops into a series of cascading overfalls. Finally, a large headcut is formed on the slope.  
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Figure 1-4: An illustration of the dam breaching process by overtopping: (a) rills and cascade 

of small overfalls at t 1⁄4 7 min; (b) consolidation of small overfalls at t 1⁄4 13 min; (c) headcut at 

downstream crest at t 1⁄4 16 min; (d) headcut at upstream crest at t 1⁄4 31 min; (e) flow through 

breach at t 1⁄4 40 min; (f) transition to final breach stage at t 1⁄4 51 min [14]. 

 

1.1.1.2. Flooding Hazards due to Tsunami  

Tsunami, as one of the most dangerous natural disasters, has been studied for a long time. 

After the 2004 Indian Ocean (Figure 1-5), U.S. NRC has coordinated a tsunami safety study with 

the National Tsunami Safety by the National Oceanic and Atmospheric Administration (NOAA). 

After the Fukushima accident, Probabilistic Tsunami Hazard Assessment (PTHA) starts to be 



www.manaraa.com

 

6 
 

required as one part of tsunami hazard reevaluations. In some well-established frameworks, the 

tsunami is generated according to historical data, and it is obtained from the regional or site-

specific survey. Next, the computational model is applied to simulate the tsunami propagation. 

U.S. NRC has suggested several packages based on the shallow-water equation, including MOST, 

COMCOT and TSUNAMI2. Finally, wave and inundation effects, including the 

hydrostatic/hydrodynamic forces, debris projectiles, and sediment erosion, are required to be 

analyzed. However, most of them are analyzed independently by statistical tools, and there is no 

systematic analysis for capturing flooding progressions and flood-structure interactions.  

 

 
Figure 1-5: Picture of 2004 Indian ocean tsunami [15]. 

 

1.1.1.3. Flooding Hazards due to Surge 

Some of the NPP sites are located in the coastal area and near the cooling ponds or 

reservoirs, which are subject to potential hurricanes, windstorms and squall lines. The changes of 

water level due to these phenomena could threaten safety-related SSCs in the plant site. To analyze 

the effects of surge-induced flooding hazards, the U.S. NRC applies the Hierarchical Hazard 

Assessment (HHA) approach for estimating the generation, propagation and possible interactions 

of flooding with nuclear SSCs [11]. For the storm generation, historical records are examined to 

estimate the frequency of extreme winds. In the existing guidance by U.S. NRC, techniques of 
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Probable Maximum Hurricane (PMH) and Joint Probability Method (JPM) are used for generating 

synthetic hurricanes (Figure 1-6). Meanwhile, ANSI/ANS-2.8-21992 and Empirical Simulation 

Technique (EST) are used to generate synthetic extra-tropical storms and squall lines. As for the 

surge propagation, Advance CIRCulation Surge Model (ADCIRC) model, by USACE Dredging 

Research Program, is used to simulate tidal circulation and storm-surge propagation over very 

large computational domains with complex costal configurations [16].  

 

 
Figure 1-6: Illustration of 200 synthetic storm tracks [17]. 

 

In general, U.S. NRC has proposed some guidance to reevaluate the risk due to flooding 

hazards. Though several statistical and empirical models are recommended, there is no systematic 

analysis for fully capturing the generation, propagation, and interaction of flooding with NPP sites. 

Besides, the existing flooding models are developed empirically by statistical tools. And they do 

not align with the recommendations by U.S. NRC where a combination of probabilistic and 

deterministic models and tools should be made for analyzing the risk of external flooding hazard 

[9] [10] [11]. 
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1.1.2. Risk of High Wind Hazards 

The effects of high wind on NPP, including hurricanes and tornados, have been 

investigated since the Turkey Point events on August 24, 1992. Under the strike of Hurricane 

Andrew (Category 4 tropical cyclone with sustained winds of up to 145mph and gusts of 175mph 

[18]) on the coast of Florida, Turkey Point NPP loses all offsite power for more than five days. 

Besides, the facility is also impacted by a complete loss of communication systems, closing of the 

site access road, and damage to the plant fire protection systems, security systems, and warehouse 

facilities [19]. Though no damage is found to the safety-related systems except for minor water 

intrusion [18], significant damage occurred to non-safety-related SSCs, including six turbine 

canopies, high-water tank for one of the fire protection systems, fossil unit exhaust chimney, 

(Figure 1-7) and ductwork of radioactive waste building to the vent stack [18]. U.S. NRC and the 

nuclear industry have been working to identify lessons learned from the event from both the 

regulatory and the operational sides [18] [20]. As a result, NPP owner/operator has to make 

extensive preparations for the hurricane before its landfall, PRA analysis is also required by U.S. 

NRC for NPP licensing. A criterion is set in NUREG-1407 such that the “events pose on the 

significant threat of a severe accident because the current design criteria for wind are dominated 

by tornadoes having an annual frequency of exceedance of about 10−7” [21]. Besides, U.S. NRC 

requires missile protection analysis for NPP licensing [22] has provided information on acceptable 

designs and acceptance criteria in RG-1.76 for wind-generated missiles [23]. This document 

defines the range of projectiles with a spectrum of design basis missiles and corresponding impact 

velocities that have been determined to be acceptable by the U.S. NRC. 
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Figure 1-7: Structural damage to Turkey Point unit 1 exhaust stack [24]. 

 

For identifying and managing safety margins of NPP during external hazards, risk analysis 

is required for measuring the probabilities and consequences of designated scenarios. The 

following section reviews the existing risk analysis methodologies in the nuclear discipline.  

 

1.2. Risk Analysis for External Hazards 

To analyze the risk due to external hazards, risk-analysis methodologies have been 

developed to determine the safety margin of NPP during external hazards. Probabilistic Risk 

Analysis (PRA) is usually recognized a formal and well-established method for NPP risk 

assessments. However, as discussed in previous sections, the involved physics of external hazards 

are complex, and the regular PRA are not able to completely capture the progression of hazards 

and their interactions with NPPs. Therefore, a new methodology called Risk-Informed Safety 

Margin Characterization (RISMC) is developed by the U.S. Department of Energy (DoE) Light 

Water Reactor-Sustainability (LWR-S) program to support NPP safety assessments and 

management. Advanced three-dimension simulations are performed for systematic and 
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comprehensive descriptions of accident initiating, progression, and consequence. And the results 

are expected to be more informative and effective for risk management and mitigation purposes.  

 

1.2.1. Probabilistic Risk Analysis (PRA) 

In recent years, the impact of external events, including flooding and high wind, has drawn 

attention from both the regulatory and research departments. For a long time, PRA, as one of the 

ways to assess the risk of the complex system, has proven to be both efficient and effective in 

assessing the capability and identifying the safety margin of reactor designs. However, regular 

PRA has only been applied to the scenario of internal flooding, risk analysis of external flooding 

is still under investigation. While for the case of high wind, regular PRA methodology usually 

treats high wind as initial conditions for the status of several SSCs. PRA analysis with four major 

elements is employed and the schematic procedure is shown Figure 1-8 [27]: 
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Figure 1-8: Risk-assessment procedure for external events from figure 10-1 of NUREG/CR-

2300 [27]. 
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Five major steps are included in the PRA analysis for external hazards, detailed 

descriptions can be found as follows:  

 

• Hazard analysis – to determine the frequency of occurrence for different intensities of high 

wind. The result is to generate one or more high wind hazard curves that are applicable to 

the NPP; 

• Plant-system and structure response analysis – to translate the hazard input into the 

responses acting on a component. The result is frequency distribution of the responses (e.g. 

force acting on SSCs by winds) for each high wind intensity,  

• Evaluation of the fragility and vulnerability of components – to determine the conditional 

frequency of components’ failure given a value of the response parameter. The result is to 

generate a fragility curves for the various SSCs that are susceptible to the effects of the 

winds or wind generated missiles; 

• Plant system and sequence analysis – to evaluate the risk initiated by high wind or LOCA 

initiating event induced or caused by high wind. The result is to develop hazard specific 

fault tree/event tree model,  

• Consequence analysis. 

 

Of the five steps of high wind-PRA, the most challenging part is assessing the possibility and 

impact of the hazard, including the direct impacts of the wind and the impacts of wind-generated 

missiles. For the PRA study for ESBWR, a tornado strike initiating event frequency is calculated 

with the methodology in NUREG/CR-4461 [28] and the model for U.S. Central region (Eq.  1). 

 

 
𝑃𝑃(𝑢𝑢 ≥ 𝑢𝑢0) = 𝑃𝑃𝑝𝑝 exp�−�

𝑢𝑢0 − 65
𝑎𝑎𝑝𝑝

�
𝑏𝑏𝑝𝑝

� + 𝑃𝑃𝑙𝑙 exp �−�
𝑢𝑢0 − 65
𝑎𝑎𝑙𝑙

�
𝑏𝑏𝑙𝑙
� Eq.  1 

 

where 𝑃𝑃𝑝𝑝 = 3.58 × 10−4 and 𝑃𝑃𝑙𝑙 = 1.74 × 10−4 are striking probabilities for point structure and 

finite structure respectively, 𝑎𝑎𝑝𝑝 = 26.47  𝑏𝑏𝑝𝑝 = 1.238  𝑎𝑎𝑙𝑙 = 40.84  𝑏𝑏𝑙𝑙 = 1.545  are constant 

obtained from descriptive statistics of tornadoes in region of interests. The resulting tornado strike 

frequencies for ESBWR high wind events can be calculated for each level of tornado events (Table 
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1-1) and substitute into the event tree for Loss of Preferred Power Event Tree. The Enhanced Fujita 

(EF) represents the tornado category classified by the NOAA’s National Weather Service [29].  

 

Table 1-1: Tornado strike frequencies for ESBWR in high-wind events [25]. 

Tornado Event Tornado Strike Frequency (events/yrs) 

EF2/ EF3 9.68E-05 

EF4 4.42E-05 

EF5 5.02E-07 

 

It turns out that the total Core Damage Frequency (CDF) for both at-power and shutdown 

conditions induced by high wind is 4.80 × 10−8/𝑦𝑦𝑦𝑦 with a CDF of 8.51 × 10−9/𝑦𝑦𝑦𝑦 for at-power 

operations and a CDF of 3.95 × 10−8/𝑦𝑦𝑦𝑦 for shutdown operations. These results are acceptably 

low and meet the NRC goals. 

 

The missile strike problem is described in NUREG-0800, in which spectrums of missiles 

are provided [30].  Recently, some initial work has been done by EPRI and computer codes like 

TORMIS [31] and TORRISK [32] are developed based on the Monte Carlo Method. However, 

U.S. NRC has described some issues that have occurred in the use of these codes and the 

interpretation of results, TORMIS/TORRISK still needs detailed analysis to obtain regulatory 

approval [33]. Another development is made by Westinghouse Electric Corporation for a tool 

named “Tornado Missile Strike Calculator (TMSC)”. It is an application based on Microsoft Excel, 

and it uses statistical correlations to estimate the missile strike probability [34]. However, it does 

not explicitly model the physics of high wind, and it might only be applicable for addressing issues 

within its documented validation basis. 

 

As described in the previous sections, the assessment of high-wind impacts on NPPs 

require extensive efforts. The scenario is characterized by complex physics, which have different 

potential interactions with NPP SSCs. Also, high wind represents a set of transient phenomena 

with multi-physics and multi-scale characteristics. For example, in a tornadic event, the intensity 

of the wind varies with both the temporal duration of the storm and the physical dimensions of the 

tornado itself. Twisdale and Dunn indicate that [32], based on an assessment of the resultant debris 
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field, an F5 tornado will only experience F5 force winds over roughly 15% of its track. 

Furthermore, the direct effects of the wind are combined with other correlated hazards such as 

locally intense precipitation and wind generated missiles. However, it turns out that such resolution 

and complexity are hard to be achieved with the existing methods and tools in the regular high-

wind PRAs. New approaches that are capable of accurately capturing multi-physics interactions 

and dynamically tracking the failure probability are needed. 

 

1.2.2. Risk Informed Safety Margin Characterization (RISMC) 

Risk-Informed Safety Margins Characterization (RISMC) Pathway, also known as Risk-

Informed Systems Analysis (RISA), is conducting research and development for advanced 

methods and tools to support Nuclear Power Plant (NPP) safety assessments and management [35]. 

Within an identified issue space, RISMC analyzes the system’s Figures of Merit (FoMs) and the 

corresponding safety margins probabilistically, where a broader range and types of uncertainties 

are considered. At this point, RISMC is applied to address the NPP safety margin during external 

hazards, including flooding, high winds and so on. Considering the complexity of external hazards, 

advanced simulation tools are needed for a comprehensive scenario representation. Because the 

RISMC approach explicitly couples probabilistic approaches (the “scenario”) with 

phenomenological representations (the “physics”) through a modeling-and-simulation-based 

approach, it is ideally suited to serve as a framework to address the interactions of external hazards 

on NPPs and their potential impacts on the NPP safety. Figure 1-9 shows a simple representation 

of load and capability in both regular PRA (left) and RISMC (right). Originally, the load and 

capability on the Structures Systems Components (SSCs) are calculated deterministically by the 

system code with less uncertainty information. In ideal cases, uncertainty of the load and capability 

are considered, and the safety margin is characterized by the probability of falling in the region 

where the load exceeds the capacity.  
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Figure 1-9: Simple representation of load and capability in regular PRA (left) and RISMC 

(right) analysis. The shaded region in right plot is where the load exceeds capacity and risk could 

possibly happens. 

 

Note that for the RISMC analysis in practical situations, the simple load-capacity approach turns 

to be oversimplified since load and capability can be correlated in some scenarios. It has been 

argued that though the risk-informed concept that margin needs to be quantified with probability 

remains valid, it is not applicable to compute load and capacity curve separately as if they are 

independent [36]. As a result, it is suggested that limiting surface should be employed to determine 

the failure probability [37].  

 

In previous works [26] [38], RISMC has been applied to analyze the risk induced by 

flooding hazards, and Figure 1-10 shows the corresponding flowchart for tsunami events. RAVEN 

(Risk Analysis in a Virtual Control Environment) is the statistical package that samples, executes, 

and evaluates the simulation with uncertain parameters. NEUTRINO, one of the Smoothed Particle 

Hydrodynamics (SPH) software packages, is applied as the Computational Fluid Dynamics (CFD) 

tool for simulating the flooding generation, propagation, and interaction with NPP sites. RELAP-

7 is the system code designed for the reactor thermal-hydraulics simulation. For the CFD 

simulation, three-dimensional terrains and building models are constructed by SPH particles for 

the entire NPP site. Next, multiple full-size and real-time fluid simulations with various initial 

conditions characterized by RAVEN are performed with NEUTRINO. Event sequences and plant 

responses, including the dynamic water height, force acting on a certain SSC, and so on, can be 

extracted for tsunami events. Reference document [26] has demonstrated detailed procedures and 

findings.  
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Figure 1-10: Flowchart of applying RISMC in external flooding analysis by C. Smith, et al. 

[26].  

 

 
Figure 1-11: NEUTRINO simulation for the Fukushima tsunami event [39]. 

 

Figure 1-11 shows a snapshot of tsunami simulation using NEUTRINO with a ¼ slice of the 

nuclear facility. The impact of the tsunami, whose wave height ranges from 14 to 38 meter, are 

determined based on the SPH simulation. Based on the information from NEUTRINO, the system 

code can predict the thermal-hydraulic status inside the reactor core. The scenario-based and risk-

informed safety margin can be obtained for the reactor and facilities using the statistical analysis. 

Reference document [40] shows the safety analysis for a Pressurized Water Reactor during the 

tsunami event. Though NEUTRINO has shown great capability in performing the large-scale fluid 

simulation, the simulation’s credibility or uncertainty remains to be a problem. Some initial 
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assessments have been performed for SPH and NEUTRINO [26], however, due to the complexity 

of physics and phenomenon, a comprehensive validation is still needed to accurately characterize 

the uncertainty and credibility of simulations. At the same time, the factor of computational 

efficiency also needs to be considered. Although SPH is comparable to DNS with sufficiently 

refined particles, it is not practical to perform RISMC analysis with DNS configurations. Besides, 

as a simulation tool for engineering and industrial applications, the validation goal should be 

adapted to the contextual requirements, including safety margins, probability of occurrence, 

consequence, and so on. Therefore, the validation frameworks and standards that guide SPH 

assessments should be application-oriented and error-tolerant. Meanwhile, the validation results 

from the framework should be directly used by the applications, like engineering design, safety 

analysis, etc.  

 

In conclusion, comparing to the statistical analysis by the well-established PRA, RISMC 

relies on advanced three-dimension and multi-physics simulation tools. In return, RISMC is 

expected to provide comprehensive and detailed descriptions for the accident initiation and 

progression. The product of RISMC is also expected to be more effective and informative for the 

purposes of risk management and mitigation. However, the simulation tools need to be 

systematically validated such that the predicted System Quantity of Responses (SQR) from 

simulations are convincing and reliable. Besides, considering the purposes of safety analysis and 

management, the validation process needs to investigate how model uncertainties affect the safety 

decisions or facility designs such that the validation goal can be properly designated.  

 
1.3. Model Validation and Uncertainty Quantification (VUQ)  

As described in the previous section, both regular PRA and the novel RISMC methods 

need computational tools to simulate the accident scenarios. And the products of PRA and RISMC 

aim to inform and support the decision-making regarding the design, operation, and safety of NPP 

that has high consequences. Therefore, the accuracy and confidence for simulation predictions 

become crucial, and such assessment process is usually known as validation uncertainty 

quantification (VUQ) in engineering discipline. This chapter reviews several methodologies and 

frameworks designed for model VUQs in various disciplines, including aerospace engineering, 
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mechanical engineering, and nuclear engineering. Moreover, since validation is essentially a 

decision-making process that aims to determine the credibility of simulation models, this chapter 

briefly discusses the concept of decision analysis and uncertainties in decision-making. The goal 

of these reviews is to gain insights from various disciplines and identify potential resolutions that 

could help the achievement of objectives for this study.  

 

1.3.1. Model Validation Framework 

In addition to the AIAA Guidance for CFD code validation [41], U.S. NRC suggests a 

validation framework called Evaluation Model Development and Assessment Process (EMDAP), 

which is mainly designed for the system code for transient and accident analysis of NPP [42]. 

Besides, to support the decision-making that relies on the model credibility, a framework of 

Predictive Capability Maturity Model (PCMM) is developed to assess the quality of M&S 

activities with maturity levels.  

 

1.3.1.1. Validation of Computational Fluid Dynamics (CFD) 

In order to assess the accuracy and reliability in scientific computing, a method of 

Verification and Validation process was proposed by W.L. Oberkampf and formulated by AIAA 

as a guidance in 1998 [41]. Figure 1-12 shows the flowchart of CFD V&V and Uncertainty 

Quantification (UQ) process. The goal is to estimate credibility and confidence for the simulation 

model and code. For the validation process, the goal is to determine “the degree to which a model 

is an accurate representation of the real world from the perspective of the intended uses of the 

model [43]” and the fundamental strategy is to “assess how accurately the computational results 

compare with the experimental data, with quantified error and uncertainty estimates for both [43]”. 

A hierarchical methodology is employed, which separates and simplifies the physical and coupled 

phenomenon in the complex systems. Figure 1-13 shows the hierarchy structure of the validation 

tiers. A complete system is divided into three (or more) simpler tiers, including subsystem cases, 

benchmark cases, and unit problem. It can be noted that the experimental data for benchmarks 

cases and unit problems is usually from Separate Effect Tests (SETs), in which a special-designed 
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hardware is fabricated and inspected. The purpose is to isolate each element of a complex system 

so that “critical evaluations of mathematical models or sub-models can be evaluated [43]”. Besides, 

it is also suggested that repeated experiments on different facilities are needed to ensure the 

identification of systematic errors. However, some parameters that are needed for the CFD 

simulation of benchmark cases and unit problems are not measured. Then the analyst should 

assume these quantities. As for the large-scale testing of the complete system and subsystem cases, 

also known as Integral Effect Tests (IETs), only the Quantity of Interests (QoIs) for engineering 

purposes are measured. Because the large-scale tests are usually expensive and complex, complete 

measurements of all physical parameters are hard to achieve. In addition, for the risk analysis 

related to NPP and the external hazards, validation experiments of the complete system are 

impossible to achieve.  

 

 
Figure 1-12: Flowchart of CFD V&V and Uncertainty Quantification (UQ) Process. 
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Figure 1-13: Demonstration of validation tiers.  

 

In general, a “divide-and-conquer” strategy is used in the CFD validation with simplistic 

treatment for multi-physics problems. Note that the concept of scale separation is applied for the 

hierarchy structures. Due to the simplistic treatment of the multi-scale phenomena, such 

framework is suitable for the weakly non-linear system. For the application of nuclear engineering, 

where the scale could range from kilometer (flooding) to micrometer (boiling), the technique of 

divide-and-conquer may not very applicable. Besides, the CFD validation framework proposed by 

AIAA is mainly designed for aerospace engineering, where the accuracy requirements are very 

high. While for the risk analysis in nuclear engineering, the acceptance range for the accuracy of 

nuclear reactor system code is not as high as the aerospace. As a result, a validation framework 

designed for nuclear risk analysis is developed by U.S. NRC.  

 

1.3.1.2. CSAU/EMDAP 

Code Scaling, Applicability, and Uncertainty (CSAU) evaluation methodology was 

introduced in 1989 [44] to accommodate the revised rule on the acceptance of Emergency Core 

Cooling System (ECCS) entitled “Emergency Core Cooling System; Revision to Acceptance 
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Criteria”. The objective is to demonstrate a method that “can be used to quantify uncertainties as 

required by the best-estimate option described in the NRC’s 1988 revision to the ECCS Rule (10 

CFR 50.46) [42]”. CSAU methodology is mainly composed by three elements [45]: (1) 

requirements and code capability; (2) assessment and ranging of parameters; (3) sensitivity and 

uncertainty analysis; The first element aims to identify the code applicability and potential code 

limitations for the particular scenarios. This is usually achieved with a phenomenon identification 

and ranking process, (e.g., Phenomenon Identification and Ranking Table (PIRT) [46]), such that 

the assessment process can be sufficient and efficient. The product of the first element is a 

hierarchy of relevant tests for the code validation, including the SETs, mixing effect tests (METs), 

and IET. The second element aims to assess the capability of the code by comparing simulation 

results against experimental data. The scaling methodology is needed in this element to guide the 

development of simulation codes and assess the code scale-up capability. The third element aims 

to assess the uncertainty due to the code limitations, scaling distortions, data quality, and so on. 

Usually, the second and third element are performed at the same time and the ultimate product is 

a simple and direct statement of the code uncertainty or credibility in the primary safety criterion 

(e.g. the Peak Cladding Temperature (PCT)). For obvious and inevitable limitations in knowledge, 

a conservative margin is added to compensate for the effect of epistemic uncertainty.  

 

Evaluation Model Development and Assessment Process (EMDAP) is a regulatory guide 

developed by U.S. NRC [42] for code development and assessment. The objective is to describe 

an acceptable process of developing and assessing the evaluation models that are used to analyze 

transient and accident behavior within the design basis of a nuclear power plant. The principle of 

EMDAP is developed based on the CSAU methodology, while EMDAP has formal and explicit 

descriptions for most of the assessment process, including the PIRT, evaluation model, assessment 

base, scaling analysis, and so on. After the validation, the system code will be “frozen” and applied 

to accident scenario for reactor transient and risk analysis. Though CSAU and EMDAP have a 

logical and comprehensive structure, the decision process for the adequacy is not explicitly 

specified, and the judgment is made based on experts’ opinion. Therefore, for an individual 

researcher, it is difficult to conduct EMDAP independently and transparently, and the epistemic 

uncertainty are easily overlooked. For a group of researchers, problems of expert elicitation 

become serious and challenging. In addition, though CSAU/EMDAP emphasizes the importance 
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of VUQ, they have a vague classification between the verification and validation. CSAU has been 

successfully applied to the RELAP-5 simulation code for the Small Break Loss-of-Coolant 

Accidents of AP600 [47], while EMDAP has not been widely applied. Figure 1-14 shows the 

overall diagram of the EMDAP process and the relationships among its elements [42]: 

 

 
Figure 1-14: EMDAP validation framework. 

 

1.3.1.3. Predictive Capability Maturity Model 

Predictive Capability Maturity Model (PCMM) [48] was developed by Sandia National 

Laboratory in 2007, and it aims to assess the credibility of M&S tools based on the decision 

consequence. Comparing to CSAU/EMDAP, PCMM treats the model credibility/uncertainty 

assessment as a decision-making process with explicit structures. First, a specific application and 
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the corresponding model is selected. Also, based on the nature and consequence of the application, 

requirements and targets can be designated. Next, for the chosen scenario, six attributes are 

designed and assessed separately: representation and geometric fidelity; physics and material 

model fidelity, code variation, solution verification, model validation, and uncertainty 

quantification and sensitivity analysis. At the same time, a qualitative assessment for each attribute 

is performed based on a PCMM matrix, and it characterizes each attribute with maturity levels. 

Finally, the model’s achieved level is compared against the target level and the decision of 

validation adequacy can be made. Since the final decision can either be made based on a stringent 

requirement or a trade-off between the fulfillment and limitation, PCMM can effectively guide the 

development and validation of M&S tools. In addition, PCMM presents a formal definition for 

credibility assessment using the maturity level and it also explicitly distinguishes the difference 

between verification and validation. Though the maturity descriptor of PCMM includes statements 

of IETs and SETs, the scaling analysis and the hierarchical structure are not explicitly discussed. 

As a result, the capability of PCMM is limited in validating complex systems with multiple 

phenomena. In 2013, PCMM has been specifically discussed in the report by U.S. NRC [49], 

which emphasizes the use of maturity for the model credibility assessment. CASL also adopts 

PCMM for assessing Multiphysics computational tools [50].  

 

1.3.2. Uncertainty Quantification 

In the process of Verification and Validation (V&V), Uncertainty Quantification (UQ) is 

an inherent procedure that refers to the activity of identifying and understanding all possible 

uncertainties within the system of interest. From the fundamental essence, uncertainty can be 

classified into two categories: epistemic uncertainty and aleatory uncertainty [51] [52] [53]. The 

aleatory uncertainty is induced by the inherent variation or randomness. Although aleatory 

uncertainty is not reducible, it can be accurately described with a sufficiently large number of 

samples. The epistemic uncertainty arises due to a lack of knowledge, and if sufficient knowledge 

is added, the epistemic uncertainty can be eliminated [54]. In scientific applications, it is usually 

hard to distinguish them. Depending on the questions, uncertainty classifications can be different 

for the same problem. It is also argued in some literatures [53] that the aleatory can be interpreted 

as epistemic uncertainty by the principle of direct inference. In this study, discussions will be 
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limited to the treatment for epistemic uncertainty, and there are two approaches for representing 

an epistemic uncertainty: interval with no associated Probability Distribution Function (PDF); or 

degree of belief by a PDF. The latter approach is usually known as the Bayesian approach to UQ, 

while the former one is usually based on the interval arithmetic, where no value is truer than any 

other value. Detailed discussion is beyond the scope, and this study mainly investigates the 

Bayesian approach. 

 

In the scientific computing, it is important to identify all sources of uncertainty. If a fixed 

value is known precisely, the simulation uncertainties can be treated as deterministic. Otherwise, 

they are represented with probability. There are three sources of uncertainty: model inputs, model 

form, and numerical approximation. Model inputs mainly include the model parameters, initial & 

boundary conditions, and geometry. Usually, the input uncertainties are characterized or calibrated 

based on expert opinion, measurements, theories, etc. If the input uncertainties are represented by 

a distribution function, they will be propagated by performing a number of individual simulations 

with sampled inputs. The number of simulations depends on the problem specifications, including 

the linearity of the equation systems, dependence among different inputs, sampling techniques, 

etc. The model form uncertainty mainly comes from the assumptions that models relies on [43], 

and it is usually characterized by the validation process. Various validation frameworks have been 

discussed in previous sections, and extensive discussion will be made in chapter 4 and 5. For 

models that are built upon Partial Differential Equations (PDE), numerical approximations become 

an important source of uncertainty. The process of determining uncertainties associated with 

numerical approximations is known as verification. Specifically, the uncertainties of numerical 

approximations can be further divided into four components: discretization error, iterative 

convergence error, round-ff error, and programming mistakes. Various methods have been 

developed for estimating the numerical error, including higher-order estimator [55] [56] and 

residual-based estimator [57]. Engineering standards, like GCI method, have also made to guide 

the mesh convergence studies [58] [59]. Figure 1-15 shows a schematic flowchart for the UQ 

process, and examples of inputs and outputs for each component are shown.  
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Figure 1-15: Schematic flowchart of uncertainty analysis, including examples of inputs and 

outputs for each component. 

 

1.3.3. Decision Analysis 

The concept of decision analysis is formally defined by R.A. Howard as “a body of 

knowledge and professional practice for the logical illumination of decision problems [60].” 

Nowadays, decision analysis has been applied widely used in the field of business, environmental 

remediation, health care, and management, etc. Generally, decision analysis aims to create value 

for decision makers facing difficult decisions [61], which could involve multiple decision makers, 

multiple objectives, complex alternatives, important uncertainties, and significant consequences, 

etc. As a result, depending on different axioms and applications, the created “values” to the 

decision maker can be different. For the process of validation, the value can be created by 

effectively planning the design of validation experiments (Validation Data Plan), assessing the 

model credibility based on available evidence, or determining the adequacy criteria for validation, 

etc. To be more specific, decision analysis provides a systematic procedure for transforming 

opaque decision problems into transparent decision problems by a sequence of transparent steps. 
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Also, by formally representing the decision problems, decision analysis can produce alternatives 

that are logically consistent and therefore persuasive [62]. In this study, for model validation 

purposes, decision analysis aims to improve the assessment for model credibility and identification 

for validation criteria such that their processes are transparent, consistent, and robust. Various 

techniques have been developed to represent the validation decision with formal and mathematical 

languages, including risk-based method [63] and hypothesis testing [63] [64] [65].  

 

1.3.4. Uncertainty in Decision Analysis 

The notion of uncertainty has been discussed and emphasized in various fields, including 

engineering, statistics, psychology, and economics, etc. In each discipline, a specific context and 

scope can be provided in terms of problem, theory, methods, and tools, etc. In this chapter, 

uncertainty will be discussed from a broader point of view, where uncertainty can be much larger. 

Generally, uncertainty can be defined as limited knowledge. At the same time, in decision-making 

process, the extent of uncertainty involves levels of subjective confidence since it is related to the 

satisfaction with existing knowledge. In addition, the uncertainty is colored by the underlying 

values and perspectives of the decision maker involved in the decision-making process, and the 

decision options available to them.  

 

For the purpose of determining ways of dealing with uncertainty in decision-making 

process, two extreme levels of uncertainty and five intermediate levels [66] [67] can be made. 

Table 1-2 prepared by W.E. Walker, et al. [68] defines each level of uncertainty with respect to 

the knowledge assumed about the various aspects of a decision problem, including future state, the 

model of relevant system for that future state, the outcomes from the system, and the weight that 

various decision maker will put on the outcomes. Complete certainty represents the situation where 

everything is known precisely, and the probability of such event is either 0 or 1. Level 1 uncertainty 

represents situations where decision-makers admit the uncertainty, but not willing or able to 

measure the degree of uncertainty in a completely certain way [69]. Aleatory uncertainty is the 

major source of Level 1 uncertainty, but the uncertainty distribution can be well characterized, and 

the range of uncertainty is so small that it won’t affect the forecast of future state. In scientific 

computing, the forms and parameters of uncertainty distribution can be well characterized with a 
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sensitivity analysis for all model parameters. Level 2 uncertainty is the situation that decision-

makers are not certain about the future state. And such uncertainties are usually captured in the 

form of multiple forecasts (scenarios) with associated probabilities. Level 2 uncertainty can be 

adequately described in statistical terms. In risk analysis, event/fault tree is usually used for 

determining the possible outcomes and the corresponding likelihoods. Level 3 uncertainty 

represents the situation where decision-makers can create multiple alternatives and rank the 

alternatives in terms of perceived likelihood rather than probabilities [70]. The alternatives 

represent some different parametrizations of the system model, alternative sets of outcomes, and/or 

different conceivable sets of weights. At the same time, the likelihood is usually created based on 

available knowledge and information for these alternatives. For Level 3 uncertainty, the future 

states can usually be represented by more than one alternative, which is often developed based on 

various assumptions. Furthermore, at least one or the range of model predictions can cover the real 

future states. In scientific computing, the alternatives are characterized with mathematical models. 

Level 4 and Level 5 uncertainty is usually defined as “deep uncertainty” under which conditions 

that “analysts do not know or the parties to a decision cannot agree upon (1) the appropriate models 

to describe interactions among a system’s variables, (2) the probability distributions to represent 

uncertainty about key parameters in the models, and/or (3) how to value the desirability of 

alternative outcomes” [71]. To be specific, the phrase of “do not know” refers to level 5 

uncertainty, while “cannot agree upon” refers to Level 4 uncertainty. In this study, focuses have 

been put onto Level 2 and 3 uncertainties.  

 

To deal with large uncertainties in decision-making, four general approaches are found 

from literatures [68]: resistance, resilience; static robustness, and adaptive robustness. The 

resistance approach aims to plan for the worst conceivable case or future states. And the technical 

approach includes conservative treatments by introducing sufficient safety margins. The resistance 

approach is usually expensive, and its resistance against unexpected states, commonly known as 

“black swan” [72], is relatively poor. The second approach accepts short-term pain, such as 

negative system performances), but focuses on recovery. The third and fourth approaches do not 

aim to determine the “best” predictive model and solve for the decisions that are optimal since 

they are fragilely dependent on assumptions. Instead, the robust approach aims to seek for the most 

robust decisions, which is able to “achieve a given level of goodness across the myriad model and 
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assumptions consistent with known facts” [73]. Before making decision, the static robust approach 

will explore how different assumptions about future values of uncertain assumptions that affect 

the decisions. Scenario planning [74] is an example of such approach. It assumes that there are a 

range of plausible futures that can be specified well enough to identify a static decision, and it will 

produce acceptable outcomes in most of them. The fourth approach aims to generate decisions that 

can adapt to changing conditions over time. Since this approach is proposed mainly for Level 5 

uncertainty, which is beyond the scope of this study, no detailed discussion will be further made.  

 

Table 1-2: Definition of uncertainty levels with respect to the knowledge assumed about the 

various aspects of a decision-making problem [68]. 
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Future 
State 

A clear 
future 
with 
sensitivity 

Alternate future 
with probabilities 

Alternate 
futures 
with 
ranking 

A 
multiplicity 
of plausible 
futures no 
ranking 

Unknown 
future 

System 
Model 

A single 
system 
model 

A single system 
model with a 
probabilistic 
parameterization 

Several 
system 
models, 
one of 
which is 
most 
likely 

Several 
system 
models, 
with 
different 
structures 

Unknown 
system 
model; 
know we 
do not 
know 

System 
Outcomes 

Point 
estimates 
with 
sensitivity 

Several sets of 
point estimates 
with confidence 
intervals, with a 
probability 
attached to each 
set 

Several 
sets of 
point 
estimates, 
ranked 
according 
to their 
perceived 
likelihood 

A known 
range of 
outcomes 

Unknown 
outcomes; 
know we 
do not 
know 

Weights 
on the 
outcomes 

A single 
estimate 
of the 
weights 

Several sets of 
weights with a 
probability 
attached to each 
set 

Several 
sets of 
weights, 
ranked 
according 
to their 
perceived 
likelihood 

A known 
range of 
weights 

Unknown 
weights; 
know we 
do not 
know 
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In conclusion, this chapter discusses and reviews state of the art for model validations. It 

is found that well-established validation frameworks have a pyramid structure for integrating 

evidence and argument related to model credibility/uncertainty. After the integration, an adequacy 

decision is needed to judge if the simulation tool is adequate for performing confirmatory analysis 

for a given application and recommended guidance. Depending on the inherent methodologies, 

different frameworks have their integration schemes and performance standards. In this study, two 

established frameworks in nuclear discipline have been reviewed. The CSAU/EMDAP framework 

emphasizes the scaling methodology for bridging the gaps between the validation database and 

application scenarios. The PCMM formalizes the model validation as a decision-making process 

and assesses the model adequacy according to six attributes. Meanwhile, maturity levels are 

defined for each attribute, and the adequacy is decided by comparing the achieved maturity levels 

against the target levels. If features from both frameworks are considered, validation is essentially 

a decision-making process under uncertainties. As a result, the concept of decision analysis and 

the involving uncertainty are reviewed. According to the aspects of future state, system model, 

system outcomes, and weights on the outcome, the uncertainty is classified into five levels. It is 

found that the well-established UQ process for the scientific computing belongs to level 1, and the 

subjective assessments become inevitable when uncertainty is getting large (level 2 and 3). In 

model validations, such large uncertainties are induced by data gaps and imperfect model for 

describing the system behaviors. Therefore, when uncertainties are large, to validate a model 

transparently and consistently, the subjective components need to be formalized appropriately. 

 

1.4. Summary Remarks  

This chapter first describes the significant safety challenge for the NPP due to the external 

hazard and emphasizes the necessity of the corresponding safety/risk analysis. Next, section 1.2 

reviews the methodology for external-hazard safety analysis, including regular PRA and RISMC. 

It is emphasized that though RISMC can characterize the reactor safety margin with higher 

resolution and broader coverage, its reliability depends on the uncertainty of simulation tools. And 

a comprehensive estimation for simulation’s credibility and uncertainty is needed. Next, section 

1.3 discusses the state of the art for model validations and reviews two validation frameworks in 

the nuclear discipline. It is concluded that the model validation is essentially a decision-making 
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process under uncertainties, which are introduced by the insufficient databases and imperfect 

models. Section 1.3 also reviews the decision analysis under uncertainty and categorizes the 

uncertainties according to four key aspects. Figure 1-16 illustrates a general validation framework 

with pyramid structures, where evidence and argument of model credibility/uncertainty are 

integrated for informing the adequacy decision. If the model turns to be adequate, the 

credibility/uncertainty information will be fed into the safety analysis framework any safety-

related decision.  

 

 
Figure 1-16: Illustration of pyramid-type validation framework, and its connection to adequacy 

decision, model credibility, and the safety decision. Letter “E” stands for Evidence, while letter 

“A” stands for Argument. Both evidence and argument are for model credibility/uncertainty. 

After the integration by validation framework, an adequacy decision will be made with respect to 

the selected model and application. If the model turns to be adequate, the credibility/uncertainty 

information will be fed into the safety analysis framework any safety-related decision. 
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2. DISSERTATION BACKGROUND 
 
 

This chapter aims to describe the workflow of this work according to its motivation, 

objective, and technical approach. At the same time, important conditions and assumptions are 

listed for refining the investigation scopes. At last, expected outcomes and products are described. 

 

2.1. Motivation, Objective, and Technical Approach 

Motivated by the application of RISMC for the reactor safety analysis, this study aims to 

assess the credibility of SPH methods in simulating the generation, propagation, and interaction of 

the external flood and high wind with the NPP. At the same time, considering the state of the art 

of the validation frameworks and the SPH methods, the processes of assessment and development 

are expected to be perform iteratively: (1) assessment for SPH methods is first performed with 

established framework; (2) issues and challenges are identified, at the same time, new 

methodologies and capabilities are developed and incorporated into the existing framework or the 

SPH tools. Next, similar assessment and subsequent framework developments are performed 

iteratively until the SPH tool is adequate for performing confirmatory analysis for the given 

applications and recommended guidance. As a result, this study has two primary objectives: 1) 

Assess the credibility of SPH methods as the RISMC simulation tool for external-flooding and 

high-wind scenarios with established framework and existing SPH tools; 2) Improve the 

assessment framework by identifying and bridging the gaps between practical issues and 

application requirements in a transparent, consistent, and robust manner.  

 

Objective #1 and objective #2 are tightly coupled: the reliability of assessment processes 

depends on the quality of the framework, while the quality should be assured by minimizing the 

gaps between application requirements and achieved levels. Therefore, the technical approach of 

this study is (1) to identify the requirements of RISMC applications; (2) to assess the SPH 

credibility with regular and well-established validation frameworks; (3) if a confident conclusion 

on code adequacy cannot be drawn, an improvement will be made to the established framework in 

a transparent, consistent, and robust manner. For those improvements that have not been 
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formalized, clarification for their scopes or requirements should be made for further developments. 

This process will be repeated until a confident conclusion is obtained.  

 

2.2. Dissertation Conditions and Assumptions 

To properly identify the scope of this study, important conditions and assumptions are 

listed in Table 2-1. Category A aims to refine the investigation scope; category B focuses on the 

formalization of validation process; category C focuses on the novel UQ technique based on local 

information of SPH simulations. 
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Table 2-1: Important conditions and assumptions with respect to aspects of investigation. 

ID Conditions/Assumptions 

A Investigation Scope 

A1 
The SPH-based computer codes, including LAMMPS-SPH and NEUTRINO, have been 

verified 

A2 
Current work only focuses on the RISMC application in external hazards, including 

flooding and high wind; 

A3 
When uncertainty is large, the subjective assessment for technical questions cannot be 

avoided 

A4 The uncertainty for accepting a simulation tool is not deep 

A5 Validation frameworks of CSAU/EMDAP are consistent and improvable 

A6 Attentions have been payed to the assessments of separate phenomena or behavior 

B Validation Formalization 

B1 The validation process is a structured argument process supported by a body of evidence; 

B2 
The uncertainty regarding model credibility can be measured with a probability and 

updated with evidence; 

B3 Human preference can be represented analytically by a function; 

B4 
The subjective value associated with the uncertain outcomes is associated with the 

expectation of the decision maker’s valuations of the outcomes;  

B5 

Standard Bayesian analysis is applied to all possible combinations of prior distributions 

and likelihood functions selected from classes of priors and likelihoods considered 

empirically plausible by the analyst [75]; 

B6 The attributes of maturity assessment are conditionally exclusive; 

C Local Data-Driven UQ 

C1 
The simulation uncertainties are so large that they cannot be precisely represented by 

parametric distributions; 

C2 Sub-scale phenomena taken together produce macro-scale behavior; 

C3 Training and testing cases are dominated by the same physics 

C4 Each SPH particle has a stable size and the volumes are very close to the mean value 
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In scientific computing, verification is usually divided into two types: code verification and 

solution verification. The code verification aims to ensure that the code is a faithful representation 

of the underlying mathematical mode, while the solution verification aims to ensure that the 

simulation (i.e. numerical approximation) of a mathematical model is sufficiently accurate for its 

intended use. Assumption A1 mainly assumes that the code verification has been performed. The 

confidence on such assumption is built on the theory manual of LAMMPS-SPH [76] and 

NEUTRINO [77], together with their past applications in various disciplines. Assumption A2 is 

prepared for the subsequent VUQ process for defining the intended use and problem of interest. 

Assumption A3 and A4 constrain the investigation to level 2 and 3 uncertainty in decision analysis. 

In this study, such uncertainty is mainly induced by the lack of large-scale data and knowledge 

and poor estimation for simulation uncertainties. Assumption A5 rationalizes the technical 

approach of this study, where issues and challenges of the CSAU/EMDAP validation framework 

are suggested to be resolved by incorporating new methodologies. Specifically, if the validation 

process by CSAU/EMDAP is treated as a deductive process, the consistency suggests that such 

process can be represented by a model, and there is an interpretation under which all formulas in 

the theory are true. As a result, it becomes reasonable to improve the CSAU/EMDAP framework 

by formalizing the process, interpreting the formulations, and verifying the models. However, 

since this study does not focus on experimental design or data acquisition, and the database is 

acquired from literature reviews, a proper theory and database verification is beyond the scope. 

Meanwhile, assumption A6 restricts the major investigations to accuracy assessment of separate 

phenomena due to the limitation of the database.  

 

As discussed in section 5.2, category B aims to formalize the validation process as an 

argument process (B1) and to represent the validation argument with Bayesian decision theory. 

Assumption B2, B3 and B4 rationalize the application of probabilistic reasoning for arguing the 

credibility of simulation codes. Assumption B3 suggests a utility function or monetary value for 

representing the preference of decision-makers, and B4 suggests decision-maker to use expected-

utility or expected-monetary-value criteria as rule of choice. Assumption B5 is made for the 

Bayesian sensitivity study as a convenient approach to deal with imprecision issue. Besides, 

assumption B5 is the basic idea for robust Bayes by J. Berger [75], where standard Bayesian 

analysis is applied to all possible combinations of prior distributions and likelihood functions. The 
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prior distributions are selected from a class of priors, while any likelihood function that are 

plausible is used. However, it is argued that robust Bayes approach is inconsistent with the Bayes’ 

theorem, where the probability and utility should be measured precisely by functions [53]. 

Admitting the difficulty of identifying precise prior distributions or likelihood functions, robust 

Bayes or Bayesian sensitivity analysis is accepted as a convenient approach that extends the 

application of traditional Bayesian analysis. Since this study employs Bayesian Network for 

mathematically representing evidence gathering and adequacy decision process, Assumption B6 

is suggested as one of the requirements of the Bayesian network. 

 

Category C aims to rationalize the technical approach of local data-driven UQ discussed in 

section 5.3. Assumption C1 suggests that the total SPH simulation errors should neither be 

assessed with respect to each uncertainty source nor represented accurately by parametric 

distributions. Assumption C2 suggests that the macroscopic properties and coefficients, like the 

total uncertainty, can be estimated by integrating all local uncertainties. Such an assumption is 

inspired by concepts from the material science and biology discipline, where information from 

molecular dynamics simulations (microscale particle-based simulations) are used for determining 

the global material quantities. However, the integration and averaging process can be very 

complicated, and a powerful algorithm is needed for resolving highly nonlinear interactions. 

Assumption C4 assumes that the SPH fluids are weakly compressed such that all SPH particles 

have stable sizes, which can be approximated as the cube of average particle diameter.  

 

For clarification, the term “subjective” has been frequently used in this report, however, 

this study does not intend to focus on the philosophical argument of subjectivity against objectivity 

or rational against emotional. Instead, this study uses the term “subjective” to represent rational 

human assessments for technical questions, which have insufficient evidence and poor 

formalizations. Also, the term “subjective” is an important part of Bayesian interpretation for 

probability, which will be rationally changed to account for availability of related evidence. 

Definitions for the term “subjective” is also provided in the glossary table at the end of this 

document. Meanwhile, the term “credibility” is defined as a combination of objective and 

subjective measurements of model quality for intended uses.  
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2.3. Dissertation Overview and Outline 

To explain the technical approach and demonstrate the progress, this study is organized as 

follow: First, chapter 3 reviews the current state of the art for SPH methods and analyzes the 

truncation and discretization error of SPH methods. Next, chapter 4 demonstrates the credibility 

assessment for SPH methods with the Code Scaling Applicability and Uncertainty (CSAU) 

methodology and its regulatory guide Evaluation Model Development and Assessment Process 

(EMDAP). Conclusions regarding the SPH model adequacy for each scenario are made according 

to the assessment results and scaling analysis. At the same time, issues and challenges of validation 

frameworks are identified. Next, chapter 5 formalizes three proposed methodologies for the 

corresponding framework limitations. Besides, chapter 5 demonstrates the capabilities of new 

methodologies and identifies possible limitations through various simple case studies. At the end 

of chapter 5, an improved validation framework named is suggested by incorporating the new 

methodologies into the CSAU/EMDAP framework. At the same time, this study aims to contribute 

to the development of risk-informed EMDAP framework (REMDAP). Recommendations are 

provided for the validation of SPH and system simulations according to the developments and 

achievements of REMDAP components. Meanwhile, potential conflicts and issues are suggested 

from the perspective of fundamental concepts and practical implementations. Finally, chapter 6 

summarizes this study by listing key findings and major contributions. Recommendations for the 

further work are also provided. Since new concepts and technical terms are frequently used in this 

study, a glossary is prepared at the end of this report for better understanding. Figure 2-1 shows 

the scheme of the structures of this dissertation.  
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Figure 2-1: An illustration of dissertation structures and flowcharts. 
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3. SMOOTHED PARTICLE HYDRODYNAMICS (SPH) 
 
 

As one of the mesh-free methods for solving Partial Differential Equation (PDE), SPH is 

able to simulate highly non-linear fluid problem, such as multi-phase simulation, fluid-structure 

interaction, shock waves and so on. Besides, compared to the mesh-based methods, the 

computational cost for simulating such problem is much lower, which is found to be crucial to the 

RISMC analysis. Therefore, SPH is selected as the CFD tool in simulating flooding and high wind 

phenomenon, and their interactions with NPP sites and SSCs. Though the SPH simulation is 

usually crude with relatively low accuracy, the error is still acceptable for the simulation of external 

hazards. However, the careful investigation is needed for the SPH simulation error such that the 

results from SPH are acceptable for the risk analysis. As a result, a validation framework with 

uncertainty quantification is needed for SPH simulation. In the current study, an SPH-based 

simulation software named NEUTRINO [78] is employed. Before the recommendation of the new 

framework, SPH is first introduced based on the past literature. Then SPH’s mathematical 

formulation and error analysis are performed for better characterizing the model and simulation 

error.  

 

3.1. State of the Art 

In 1977, SPH was first invented to deal with astrophysical problems in three-dimensional 

open space [79] [80], where the collective movement of particles is similar to the movement of 

liquid or gas flow. Since then, SPH has advanced tremendously in hydraulics with a large amount 

of work being performed both theoretically and computationally. Though mesh-based methods are 

still the dominant tool, SPH has built its fidelity in simulating fluid problems with complex and 

irregular interfaces [81]. Recently, SPH has grown popular and become an essential part of the 

numerical arsenal of several industrial and laboratory institutions. For RISMC analysis of flooding 

and high wind, as a Lagrangian method, SPH can predict the particle motion through space and 

time with no requirement for any underlying mesh. This brings some key advantages with SPH in 

the field of long wave production and development [82] [83] [84] [85], sloshing [86], floating 

objects [87] [88] [89] [90], water wave impacts and interacting force estimate [91] [92] [93], which 

is perfectly suitable for the RISMC simulation in flooding and high wind. In the following section, 
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the PIRT process is conducted for a designated scenario in flooding and high wind respectively. 

The adequacy of SPH in model, code, and validation data is assessed for the intended uses. In 

general, the success of SPH in these fields relies on its capabilities in simulating scenarios with 

nonlinear and multi-scale phenomena. In addition, as suggested by D. Violeau and B.D. Rogers, 

[94]: “SPH has been able to generate results in close agreement with reference solutions/data in 

validation tests, without highly sophisticated algorithms required in mesh-based schemes.” Since 

SPH is likely to provide more promising futures in complex free-surface and very large-scale flow 

simulation than mesh-based methods, it is selected as the major simulation tool for RISMC 

analysis in flooding and high wind.  

 

In SPH, the elements are represented as particles and the properties possessed are 

distributed and smoothed across a spatial distance (smoothing length) by certain rules (e.g., kernel 

function). Therefore, the physical quantity of any particle can be obtained by summing the relevant 

properties of all the particles lying within the range of kernel. In SPH, the summing of property or 

function 𝑓𝑓 is governed by: 

 

 𝑓𝑓(𝑟𝑟) ≅ �𝑓𝑓(𝑟𝑟′)𝑊𝑊(𝑟𝑟 − 𝑟𝑟′,ℎ)𝑑𝑑𝑟𝑟′ Eq.  2 

 

where ℎ is the smoothing length and 𝑊𝑊(𝑟𝑟 − 𝑟𝑟′,ℎ) is the kernel function of delta-function type. It 

weighs the properties during summing process and when it becomes a Delta-function, the left-

hand side and right-hand side of Eq.  2 will be exactly the same. The smoothing function 𝑊𝑊 has a 

finite range of 𝜅𝜅ℎ, where 𝜅𝜅 is a constant that defines the support domain of the smoothing function. 

In general, the properties of the weight function can be summarized as:  

 

 �𝑊𝑊(𝑟𝑟 − 𝑟𝑟′,ℎ)𝑑𝑑𝑟𝑟′ = 1 Eq.  3 

 lim
ℎ→0

𝑊𝑊(𝑟𝑟 − 𝑟𝑟′,ℎ) = 𝛿𝛿(𝑟𝑟 − 𝑟𝑟′) Eq.  4 

 𝑊𝑊(𝑟𝑟 − 𝑟𝑟′,ℎ) = 0 𝑤𝑤ℎ𝑒𝑒𝑒𝑒 |𝑟𝑟 − 𝑟𝑟′| > 𝜅𝜅ℎ Eq.  5 
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Eq.  3 represents the normalization or unity property, Eq.  4 represents the Delta function property 

and Eq.  5 represents the compact condition. If the equation is further approximated with particles, 

which means to represent the problem domain with a set of particles and estimate the field variables 

based on these particles. As a result, the equation becomes: 

 

 𝑓𝑓(𝑟𝑟) ≅�𝑓𝑓 �𝑟𝑟𝑏𝑏 �𝑊𝑊 �𝑟𝑟 − 𝑟𝑟𝑏𝑏���⃗ ,ℎ�
𝑏𝑏

∆𝑉𝑉𝑏𝑏 Eq.  6 

 

where b represents any discrete region within the affecting region. If each discrete region has mass, 

which can be represented as 𝜌𝜌𝜌𝜌𝜌𝜌, the equation will then be written as: 

 

 𝑓𝑓(𝑟𝑟𝑎𝑎���⃗ ) ≅�
𝑚𝑚𝑏𝑏

𝜌𝜌𝑏𝑏
𝑓𝑓 �𝑟𝑟𝑏𝑏 �𝑊𝑊 �𝑟𝑟𝑎𝑎���⃗ − 𝑟𝑟𝑏𝑏 ,ℎ�

𝑏𝑏

 Eq.  7 

 

𝑚𝑚𝑏𝑏  and 𝜌𝜌𝑏𝑏  represents the mass and density of each particle. Eq.  7 is usually referred as 

“summation interpolation”, which is the basis of all SPH formalisms.  Note that mass and density 

are introduced during the particle approximation. This makes SPH very suitable for application in 

hydrodynamics problems where mass and density are very important parameters to determine. 

Similar technique can also be applied for approximating the spatial derivatives.  

 

 𝛻𝛻 ∙ 𝑓𝑓(𝑟𝑟) ≅ �[𝛻𝛻 ∙ 𝑓𝑓(𝑟𝑟′)]𝑊𝑊(𝑟𝑟 − 𝑟𝑟′,ℎ)𝑑𝑑𝑟𝑟′ Eq.  8 

 

Based on the divergence product rule and the divergence theorem, Eq.  8 can be written as:  

 

 𝛻𝛻 ∙ 𝑓𝑓(𝑟𝑟) = �[𝛻𝛻 ∙ 𝑓𝑓(𝑟𝑟′)]𝑊𝑊(𝑟𝑟 − 𝑟𝑟′,ℎ)𝑑𝑑𝑟𝑟′ 

= �𝛻𝛻 ∙ [𝑓𝑓(𝑟𝑟′)𝑊𝑊(𝑟𝑟 − 𝑟𝑟′,ℎ)]𝑑𝑑𝑟𝑟′ − �𝑓𝑓(𝑟𝑟′) ∙ ∇𝑊𝑊(𝑟𝑟 − 𝑟𝑟′,ℎ)𝑑𝑑𝑟𝑟′ 

= �𝑓𝑓(𝑟𝑟′)𝑊𝑊(𝑟𝑟 − 𝑟𝑟′,ℎ) ∙ 𝒏𝒏��⃗ 𝑑𝑑𝑟𝑟′ − �𝑓𝑓(𝑟𝑟′) ∙ ∇𝑊𝑊(𝑟𝑟 − 𝑟𝑟′,ℎ)𝑑𝑑𝑟𝑟′ 

Eq.  9 
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For the surface integral derived from divergence theorem, because the smoothing function 𝑊𝑊 is 

defined to be zero at the surface (Eq.  5), the first term vanishes. With particle discretization 

technique, the equation will become Eq.  10, which is also known as the symmetric [95] form for 

divergence calculation.  

 

 𝛻𝛻 ∙ 𝑓𝑓(𝑟𝑟) = �[𝑓𝑓(𝑟𝑟𝑏𝑏) − 𝑓𝑓(𝑟𝑟)] ∙ ∇𝑊𝑊 �𝑟𝑟 − 𝑟𝑟𝑏𝑏���⃗ ,ℎ�
𝑏𝑏

∆𝑉𝑉𝑏𝑏 Eq.  10 

 

Another anti-symmetric notation is also proposed by placing the density inside the divergence 

operator as shown in Eq.  11. The calculation by anti-symmetric formulation is more stable. 

However, the convergence rate of anti-symmetric equation is not even 0th order, which will greatly 

deteriorate the accuracy. 

 

𝛻𝛻 ∙ 𝑓𝑓(𝑟𝑟) =
1
𝜌𝜌

[�𝛻𝛻 ∙ [𝜌𝜌𝜌𝜌(𝑟𝑟′)𝑊𝑊(𝑟𝑟 − 𝑟𝑟′,ℎ)]𝑑𝑑𝑟𝑟′ − �𝑓𝑓(𝑟𝑟′) ∙ ∇𝜌𝜌 𝑑𝑑𝑟𝑟′] 

=
1
𝜌𝜌
�𝑚𝑚𝑏𝑏[(

𝑓𝑓(𝑟𝑟𝑏𝑏)
𝜌𝜌𝑏𝑏2

)− (
𝑓𝑓(𝑟𝑟)
𝜌𝜌𝑎𝑎2

)] ∙ ∇𝑊𝑊 �𝑟𝑟 − 𝑟𝑟𝑏𝑏���⃗ ,ℎ�
𝑏𝑏

 
Eq.  11 

 

However, it is noted that when the continuum equation is discretized as in Eq.  7, the 

functions are assumed to be smoothly varying on the smallest length scale, which is the smoothing 

length h. This means that discontinuities on such scales are not resolved by the numerical method.  

Though SPH naturally preserves mass and momentum, which grants SPH unique power in dealing 

with complex interfaces and shocks without mass loss, such assumption also causes many 

challenges. For the application in high wind and flooding, the major difficulties include:  

 

• Lack of consistent and reliable theory in mathematical foundation (error analysis, 

convergence, stability) [96] [94]; 

• Inaccurate in pressure prediction (fluctuation, particle vacancies) [97]; 

• Long computational time for 3D large scale simulation; 

• Difficult in dealing with variable particle resolution for incompressible flows. 
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Issue a) and b) is caused by the Lagrangian formulation of SPH. The discretization error is 

extremely hard to analyze because of the disordered particle configurations once the simulation 

starts. However, such disorder is not purely random, it is determined by the discrete equations of 

motion. Currently, there is no consistent method available for such error analysis. And such 

deficiency can cause certain SPH scheme to deteriorate to 0th order of accuracy or worse [98] [99] 

[100]. Because of such inconsistency, SPH cannot correctly reproduce even a constant (zeroth-

order) field, unless the particles obey exactly certain very specific geometric arrangements. Many 

works have been done to increase the order of accuracy through high-order kernel function 

(Wendland kernels [101]), some new derivation of SPH equation, moving-least-square [102] [103]) 

or manually regulating the particle distribution (artificial viscosity [104], XSPH [105] [106], 

Particle Shifting Algorithm [107] [108]). Table 3-1 shows a summary of some well-known SPH 

treatments. Note that many incompressible SPH (ISPH) solver is proposed recently. Avoiding 

Equation of State, ISPH is divergence-free and can maintain constant density [109] [110] [111] 

[112]. Comparing to WCSPH, ISPH can accurately predict the pressure field and retain more 

regular particle distribution. However, additional boundary treatments, including free surface and 

interfaces, is needed [96] and this requires more computational power.  

 

Table 3-1: Summary of some popular SPH treatments in Computational Fluid Dynamics 

(CFD). 

Method 
Name 

Consistency/Order 
of Accuracy 

Conservation 
(mass/energy/momentum) 

Number of 
Neighbors 
(2D) 

Known 
Troubles 

Original SPH 
(artificial 
viscosity, 
XSPH) 

0~1 Yes ~32 

Poor 
Pressure 
Prediction, 
Instability 

High-Order 
Kernel SPH 0~1 Yes ~128-442 Expensive, 

Instability 
Corrected 
SPH (MLS, 
Particle 
Shifting) 

0 No ~32 Mass Loss 

ISPH 
(Divergent 
Free) 

0~1 Yes ~32 

Boundary 
Treatment 
(free 
surface)  

 



www.manaraa.com

 

43 
 

When Eq.  7 is solved in SPH with kernel function, 30 ~ 50 particles are needed inside the 

region. Such amount is significantly larger than the mesh-based methods (5~13 neighboring data 

in FV methods). Based on Leroy’s conclusion [113], SPH is more computationally expensive than 

mesh-based methods for single-phase flow (laminar and turbulence), while for simulation with 

complex surface structures or multiple-phase, SPH has shown to be both efficient and accurate.  

 

3.2. SPH in Fluid Simulations 

This section describes the theory and formulation of SPH methods in fluid simulations. 

The goal is to address the question of whether the SPH approximation of the fluid-dynamic 

equations is sufficiently accurate for its intended use. Such process is commonly known as solution 

verification process, and it is performed according to the assumption A1 and A2. The solution 

activities include: (1) assuring the accuracy of input data for the problem of interest; (2) estimating 

the numerical solution error; (3) assuring the accuracy of output data for the problem of interest. 

Section 3.2.1 to 3.2.4 introduces the derivations of continuity and momentum equations in SPH, 

and the objective is to ensure that SPH formulations can correctly represent the fluid dynamic 

models. In addition to the common formulations and capabilities, this section also introduces the 

development of SPH turbulence model. Section 3.3 mathematically estimates the numerical 

solution error, including truncation error, discretization error, and simulation error. At the same 

time, the accuracy of the output data is assessed for a simple laminar problem with known solutions. 

Finally, findings and suggestions are made in the summary remarks.  

 

3.2.1. Continuity Equation 

First, the summation interpolation (Eq.  7) leads to a simple form for the evaluation of 

density: 

 

 𝜌𝜌𝑎𝑎 = �𝑚𝑚𝑏𝑏𝑊𝑊𝑎𝑎𝑎𝑎
𝑏𝑏

 Eq.  12 
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where 𝑊𝑊𝑎𝑎𝑎𝑎 denotes 𝑊𝑊�𝑟𝑟𝑎𝑎���⃗ − 𝑟𝑟𝑏𝑏 ,ℎ� as in Eq.  7 If time derivative is taken for Eq.  12 based on 

Eq.  35: 

 

 𝑑𝑑𝜌𝜌𝑎𝑎
𝑑𝑑𝑑𝑑

= �𝑚𝑚𝑏𝑏(𝒗𝒗��⃗ 𝒂𝒂 − 𝒗𝒗��⃗ 𝒃𝒃) ∙ ∇𝑎𝑎𝑊𝑊𝑎𝑎𝑎𝑎
𝑏𝑏

 Eq.  13 

 

where ∇𝑎𝑎 denotes the gradient calculated with repected to the coordinates of particle 𝑎𝑎 and the 

density derivatives can be translated back to continuum form based on summation (Eq.  7)  

interpolation: 

 

 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝒗𝒗��⃗ ∙ ∇𝜌𝜌 − ∇ ∙ (𝜌𝜌𝒗𝒗��⃗ ) = −𝜌𝜌(∇ ∙ 𝒗𝒗��⃗ ) Eq.  14 

 

Both Eq.  12 and Eq.  14 are SPH expressions for the continuity equation, and Eq.  14 can also be 

derived from the Navier-Stoke mass conservation equation. When used with Equation of State, Eq.  

12 will create an artificial density drop near the free surface because no all support regions are 

filled with particles. NEUTRINO uses Eq.  12 and implicitly solves Poisson equation, which 

avoids the density deficiency near the boundary, but increases the computational cost.  

 

3.2.2. Laminar Flow Modeling 

Since the SPH approximation is one of the scientific computing techniques for PDE solving, 

the SPH formulation of the Navier-Stoke momentum conservation for compressible flow can be 

found as:  

 

 𝐷𝐷(𝜌𝜌𝜌𝜌𝑖𝑖)
𝐷𝐷𝐷𝐷

= −
1
𝜌𝜌
𝜕𝜕�𝑝𝑝𝛿𝛿𝑖𝑖𝑖𝑖�
𝜕𝜕𝑥𝑥𝑖𝑖

+
𝜕𝜕𝜎𝜎𝑖𝑖𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

 Eq.  15 

 

where 𝜎𝜎𝑖𝑖𝑖𝑖 is given by  
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 𝜎𝜎𝑖𝑖𝑖𝑖 = 2𝜇𝜇𝑆𝑆𝑖𝑖𝑖𝑖 −
2
3
𝜇𝜇𝛿𝛿𝑖𝑖𝑖𝑖𝑆𝑆𝑘𝑘𝑘𝑘 Eq.  16 

 

The strain rate tensor 𝑆𝑆𝑖𝑖𝑖𝑖 is given by 

 
𝑆𝑆𝑖𝑖𝑖𝑖 =

1
2

(
𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

+
𝜕𝜕𝑢𝑢𝑗𝑗
𝜕𝜕𝑥𝑥𝑖𝑖

) Eq.  17 

 

For laminar flow, where fluids flow in parallel layer and there is no disruption between layers 

[114], the gradients perpendicular to the direction of flow is almost zero. As a result, the 

momentum equation (Eq.  15) can be simplified as:  

 

 𝐷𝐷(𝜌𝜌𝜌𝜌𝑖𝑖)
𝐷𝐷𝐷𝐷

= −
1
𝜌𝜌
𝜕𝜕�𝑝𝑝𝛿𝛿𝑖𝑖𝑖𝑖�
𝜕𝜕𝑥𝑥𝑖𝑖

+ 𝜈𝜈
𝜕𝜕2𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑖𝑖𝜕𝜕𝑥𝑥𝑗𝑗

 Eq.  18 

 

With SPH approximation as Eq.  17, continuity and momentum equation can be approximated as:  

 

 𝑑𝑑𝑣⃗𝑣𝑎𝑎
𝑑𝑑𝑑𝑑

= −�𝑚𝑚𝑏𝑏 �
𝑃𝑃𝑏𝑏
𝜌𝜌𝑏𝑏2

+
𝑃𝑃𝑎𝑎
𝜌𝜌𝑎𝑎2
�∇��⃗ 𝑊𝑊𝑎𝑎𝑏𝑏

𝑏𝑏

+ �𝑚𝑚𝑏𝑏(
4𝜈𝜈𝑟𝑟𝑎𝑎𝑎𝑎∇��⃗ 𝑊𝑊𝑎𝑎𝑎𝑎

(𝜌𝜌𝑎𝑎 + 𝜌𝜌𝑏𝑏|𝑟𝑟𝑎𝑎𝑎𝑎|2)
)

𝑏𝑏

𝑣⃗𝑣𝑎𝑎𝑎𝑎 Eq.  19 

Note that though SPH employs compressible formulation, the density variation is required to be 

lower than 3% [115]. Therefore, SPH is claimed to be weakly compressible and the value of 𝐷𝐷𝐷𝐷
𝐷𝐷𝐷𝐷

 is 

almost zero. 

 

3.2.3. Turbulent Flow Modeling 

In the early applications of SPH to fluid dynamics, turbulence is ignored because SPH is 

found to be appropriate for representing violent flows, where inertia force plays a major role. 

Therefore, SPH has been widely and successfully applied in flooding analysis. However, when 

SPH is applied to confined flows, turbulence model starts to be addressed. For the RISMC analysis 

of high wind, where very large velocity (>30m/s) and complex surface structure is involved 

without free surface, a turbulence model is needed for both accuracy and efficiency consideration. 

Though SPH is capable of modeling the turbulence flow with a very refined resolution [97] [116] 
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[117], it is only applied in a restricted area. Also, because SPH is way more computationally 

expensive than mesh-based methods as a DNS tool, the meaning of such simulation is limited. In 

SPH, each particle carries scalar information including density, pressure, velocity components, 

etc., and such information is assumed to be homogeneous “inside” particles. Note that such 

interpolation is similar to the LES filter, it is straightforward to apply Sub-particle scaling (SPS) 

method to SPH for turbulence modeling, where governing equations are spatially averaged over a 

length scale comparable to the computational elements. However, no correlation has been found 

that could relate the numerical diffusion and turbulence viscosity in SPH. Similar to the coarse-

mesh CFD tool, this case shows the importance of parameter and model selection in SPH. As a 

result, for large-scale eddies, resolved by the grid or particle sizes, the averaged equations are 

sufficient to solve for these, for the smaller turbulent eddies, smaller than the particle size, a closure 

scheme is needed to model their effects on the flow field. With a formulation very similar to 

original WCSPH, additional turbulence viscosity term is introduced with SPS technique [95]. 

Though some vortexes are claimed to be captured, classical WCSPH formulation shows 

tremendous noise and fluctuations [95] [113]. It is also found to be difficult in dealing with wall 

boundary layers with such techniques due to the incorrect reproduction of velocity-pressure 

interactions [118]. Some other efforts, including Stochastic models [119], LES models with 

particle regulation [120] and Reynolds-averaged Navier-Stokes (RANS) [113] [121] [122] have 

been made. Except for the stochastic models with Generalized Langevin Model (GLM), other 

models show certain improvement compared to original LES model, especially in predicting the 

velocity in near-wall region. Table 3-2 shows a summary of these popular SPH turbulence model. 

Compared to LES and Stochastic model, RANS models have the best accuracy, and the wall 

function plays a crucial role in the prediction accuracy.  
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Table 3-2: Review and comparison of LES and RANS k- ε model applied in SPH. 

Leading Work Arai, J., et al. 
[123] Leroy, A. [113] Violeau, D., et 

al. [124] 
Welton, W.C., 
et al. [119] 

Technique LES Filter RANS Stochastic 
Models 

Mechanism Filter Time/Space Averaging Langevin 
equations 

Models Applied Smargorinsky 
Model 

𝑘𝑘 − 𝜖𝜖 model; 
Buoyancy. 

Mixing 
Length GLM 

Special Boundary 
Treatment Wall function 

Wall function; 
Discrete Laplacian 
boundary term. 

NA NA 

 

In general, SPH is capable of simulating problems with multiphase and complex solid structures, 

the computational time and accuracy are supreme compared to mesh-based methods. Therefore, 

SPH can serve as a simulation tool for the mechanistic study of RISMC, especially for the 

scenarios of external events. However, simulation parameters need to be carefully varied such 

that the accuracy of QoIs can be ensured. Besides, additional models may be needed. 

 

3.2.4. Fluid-Structure Interactions 

Nowadays, the major simulation tools for solid mechanism are mostly based on Finite 

Element Methods, while SPH has been applied to some nonlinear mechanics [125] [126], like 

fractures, cracks, and collisions. At the same time, the SPH method is popular in shell formation, 

deformation and fracture [127] [128], where large deformation occurs. In this study, BulletPhysics 

[129] is applied as the solver of Solid Mechanics and two-way coupling is achieved between 

Neutrino IISPH solver and Bullet solver. IISPH solver will calculate the pressure force exerted on 

solids by SPH particles and transfer it into Bullet Solver for solid motion. At the same time, Bullet 

will also feed updated information back to SPH. In this study, all moving solids are treated as rigid 

bodies without deformations or fractures. It’s also found from various literature that SPH method 

is accurate in estimating forces and predicting floating-body movement  [97] [130]. 

 

In NEUTRINO, the forces between solid and fluid particles are calculated by fluid pressure. 

It is assumed that the applied pressure from fluid to the rigid does not have any kinematic influence 
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on the nearby fluid particles. Eq.  20 shows the equation for calculating pressure force applied 

from the fluid to the rigid. The symmetric pressure force from the fluid to the rigid will then have 

the same value, but opposite direction. 

 

 
𝐹𝐹𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓→𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑚𝑚𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ∙ 𝜌𝜌0𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �

𝑃𝑃𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝜌𝜌𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓2 � ∇𝑊𝑊𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓−𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 Eq.  20 

 

where the volume of the rigid is estimated by Eq.  21.  

 

 𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑑𝑑 =
𝑚𝑚𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

𝑚𝑚𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ∑ 𝑊𝑊𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟−𝑘𝑘𝑘𝑘
 Eq.  21 

 

where 𝑘𝑘 represents the neighbors of that rigid particle. This approach avoids the stability issues 

when there are large density ratios across the interface [131]. However, this approach is found to 

be very sensitive to the selection of particle size, which will be shown in later chapter.  

 

3.3. Theoretical Error Analysis 

As mentioned previously, SPH approximation is mainly composed by two parts: 

Interpolation (truncation Eq.  2) and Discretization (Eq.  6). The main purpose of interpolation is 

to build the potential function based on continuous equation. The discretization is to assign 

properties to each single particle. With properly assigned properties and potential function that 

specify the interaction between each particle, summation is made to determine the evaluation of 

the particles and properties. 

 

3.3.1. Truncation Error Analysis 

First of all, if we have an arbitrary scalar (or vector) field represented as a spatial integral 

over the Dirac distribution: 
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𝐴𝐴(𝒓𝒓, 𝑡𝑡) = � 𝐴𝐴(𝒓𝒓′, 𝑡𝑡)𝛿𝛿(𝒓𝒓 − 𝒓𝒓′)𝑑𝑑𝒓𝒓′
𝛺𝛺

 Eq.  22 

 

Where 𝛺𝛺 represents the whole continuous region. In real application, the Dirac distribution is 

usually approximated by a finite function, like Gaussian or any other Gaussian-like function with 

a compact support. Then the equation is written as:  

 

𝐴𝐴(𝒓𝒓, 𝑡𝑡) ≈ 𝐴𝐴𝑐𝑐(𝒓𝒓, 𝑡𝑡) = � 𝐴𝐴(𝒓𝒓′, 𝑡𝑡)𝑤𝑤ℎ(𝒓𝒓 − 𝒓𝒓′)𝑑𝑑𝒓𝒓′
𝛺𝛺

 Eq.  23 

 

Where 𝑤𝑤ℎ  represents the finite function with parameter ℎ indicating its supporting length. For 

Gaussian type function, ℎ will be infinite, while for Gaussian-like function with a compact support, 

ℎ can be any value or 0. In order to assess the accuracy of 𝐴𝐴𝑐𝑐(𝒓𝒓, 𝑡𝑡) comparing to 𝐴𝐴(𝒓𝒓, 𝑡𝑡), the Taylor 

series expansion of 𝐴𝐴(𝒓𝒓′, 𝑡𝑡) is written around the point 𝒓𝒓 to second order term:  

 

𝐴𝐴(𝒓𝒓′, 𝑡𝑡) = 𝐴𝐴(𝒓𝒓, 𝑡𝑡) −
𝜕𝜕𝜕𝜕
𝜕𝜕𝒓𝒓

∙ ∆𝒓𝒓 +
1
2
∆𝒓𝒓

𝜕𝜕2𝐴𝐴
𝜕𝜕𝒓𝒓𝟐𝟐

∆𝒓𝒓 + 𝑂𝑂(|∆𝒓𝒓|𝟑𝟑) Eq.  24 

 

Where ∆𝒓𝒓 is defined as (𝒓𝒓 − 𝒓𝒓′). Substituting Eq.  24 into Eq.  23, we obtain:  

 

𝐴𝐴𝑐𝑐(𝒓𝒓, 𝑡𝑡) ≈ 𝐴𝐴(𝒓𝒓, 𝑡𝑡)� 𝑤𝑤ℎ(∆𝒓𝒓)𝑑𝑑𝒓𝒓′
𝛺𝛺

−
𝜕𝜕𝜕𝜕
𝜕𝜕𝒓𝒓

∙ � ∆𝒓𝒓𝑤𝑤ℎ(∆𝒓𝒓)𝑑𝑑𝒓𝒓′
𝛺𝛺

+
1
2
𝜕𝜕2𝐴𝐴
𝜕𝜕𝒓𝒓2

� ∆𝒓𝒓 ∙ ∆𝒓𝒓𝑤𝑤ℎ(∆𝒓𝒓)𝑑𝑑𝒓𝒓′
𝛺𝛺

+ � 𝑶𝑶(|∆𝒓𝒓|𝟑𝟑)𝑤𝑤ℎ(∆𝒓𝒓)𝑑𝑑𝒓𝒓′
𝜴𝜴

 

Eq.  25 

 

In order to obtain 𝐴𝐴𝑐𝑐(𝒓𝒓, 𝑡𝑡) ≈ 𝐴𝐴(𝒓𝒓, 𝑡𝑡), it is required that:  

 

� 𝑤𝑤ℎ(∆𝒓𝒓)𝑑𝑑𝒓𝒓′
𝛺𝛺

= 1 Eq.  26 

� ∆𝒓𝒓𝑤𝑤ℎ(∆𝒓𝒓)𝑑𝑑𝒓𝒓′
𝛺𝛺

= 0 Eq.  27 
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Eq.  26 indicates that the zeroth-order moment of kernel function should be 1. Eq.  27 indicates 

that the kernel first-order moment should be zero. Besides, if an even kernel is selected, then the 

kernel function should be symmetric:  

 

𝑤𝑤ℎ(𝒓𝒓) = 𝑤𝑤ℎ(−𝒓𝒓) Eq.  28 

∇𝑤𝑤ℎ(−𝒓𝒓) = −∇𝑤𝑤ℎ(𝒓𝒓) Eq.  29 

 

Also, from Eq.  28, the kernel moment of all odd orders is identically zero:  

 

� ∆𝒓𝒓 ∙ (… 2𝑚𝑚 + 1 … ) ∙ ∆𝒓𝒓𝑤𝑤ℎ(∆𝒓𝒓)𝑑𝑑𝒓𝒓′
𝛺𝛺

= 𝟎𝟎 Eq.  30 

 

Therefore, the error due to interpolation can be obtained as:  

 

𝐴𝐴𝑐𝑐(𝒓𝒓, 𝑡𝑡) = 𝐴𝐴(𝒓𝒓, 𝑡𝑡) + 𝑂𝑂(ℎ2) Eq.  31 

 

If we apply gradient to Eq.  31, we can also obtain the error for gradient operator:  

 

(𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝐴𝐴𝑐𝑐)(𝒓𝒓, 𝑡𝑡) = (𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔)(𝒓𝒓, 𝑡𝑡) + 𝑂𝑂(ℎ2) Eq.  32 

 

On the other hand, we can apply Eq.  24 to following equation and obtain the same form of Eq.  

32: 

 

(𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝐴𝐴𝑐𝑐)(𝒓𝒓, 𝑡𝑡) = �
𝜕𝜕𝜕𝜕(𝒓𝒓′, 𝑡𝑡)
𝜕𝜕𝒓𝒓′

𝑤𝑤ℎ(∆𝒓𝒓)𝑑𝑑𝒓𝒓′
𝛺𝛺

= �
𝜕𝜕
𝜕𝜕𝒓𝒓′

∙ [𝐴𝐴(𝒓𝒓′, 𝑡𝑡)𝑤𝑤ℎ(∆𝒓𝒓)𝑑𝑑𝒓𝒓′
𝛺𝛺

− � 𝐴𝐴(𝒓𝒓′, 𝑡𝑡)
𝜕𝜕𝑤𝑤ℎ(∆𝒓𝒓)
𝜕𝜕𝒓𝒓′𝛺𝛺

𝑑𝑑𝒓𝒓′ 

Eq.  33 

 

(𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝐴𝐴𝑐𝑐)(𝒓𝒓, 𝑡𝑡) = �
𝜕𝜕
𝜕𝜕𝒓𝒓′

∙ [𝐴𝐴(𝒓𝒓′, 𝑡𝑡)𝑤𝑤ℎ(∆𝒓𝒓)𝒏𝒏(𝒓𝒓′)𝑑𝑑𝒓𝒓′
𝜕𝜕𝜕𝜕

+ � 𝐴𝐴(𝒓𝒓′, 𝑡𝑡)
𝜕𝜕𝑤𝑤ℎ(∆𝒓𝒓)
𝜕𝜕𝒓𝒓′𝛺𝛺

𝑑𝑑𝒓𝒓′ Eq.  34 
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Because the kernel function 𝑤𝑤ℎ usually has finite support radius and equal to zero at surface, the 

contour integral vanishes and only term with gradient of kernel function is left. If we insert Eq.  24 

to Eq.  34,  

 

(𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝐴𝐴𝑐𝑐)(𝒓𝒓, 𝑡𝑡)

= 𝐴𝐴(𝒓𝒓, 𝑡𝑡)�
𝜕𝜕𝑤𝑤ℎ(∆𝒓𝒓)
𝜕𝜕𝒓𝒓′𝛺𝛺

𝑑𝑑𝒓𝒓′ −
𝜕𝜕𝜕𝜕
𝜕𝜕𝒓𝒓

(𝒓𝒓, 𝑡𝑡)�
𝜕𝜕𝑤𝑤ℎ(∆𝒓𝒓)
𝜕𝜕𝒓𝒓′𝛺𝛺

∙ ∆𝒓𝒓𝑑𝑑𝒓𝒓′

+
1
2
𝜕𝜕2𝐴𝐴
𝜕𝜕𝒓𝒓𝟐𝟐

(𝒓𝒓, 𝑡𝑡)�
𝜕𝜕𝑤𝑤ℎ(∆𝒓𝒓)
𝜕𝜕𝒓𝒓′𝛺𝛺

∙ ∆𝒓𝒓 ∙ ∆𝒓𝒓𝑑𝑑𝒓𝒓′ + �
𝜕𝜕𝑤𝑤ℎ(∆𝒓𝒓)
𝜕𝜕𝒓𝒓′

𝑂𝑂(∆𝒓𝒓3)𝑑𝑑𝒓𝒓′
𝛺𝛺

 

Eq.  35 

In a second-order accuracy is expected, following relations are required:  

 

� ∇𝑤𝑤ℎ(∆𝒓𝒓)𝑑𝑑𝒓𝒓′
𝛺𝛺

= 0 Eq.  36 

� ∇𝑤𝑤ℎ(∆𝒓𝒓) ∙ ∆𝒓𝒓𝑑𝑑𝒓𝒓′
𝛺𝛺

= −𝑰𝑰𝒏𝒏 Eq.  37 

� ∇𝑤𝑤ℎ(∆𝒓𝒓) ∙ ∆𝒓𝒓 ∙ ∆𝒓𝒓𝑑𝑑𝒓𝒓′
𝛺𝛺

= 0 Eq.  38 

 

where 𝑰𝑰𝒏𝒏 is the dimensional identity tensor. Eq.  36 and Eq.  38 can be derived from Eq.  29, what 

is more, any even order moments of the kernel gradient equal zero. As for Eq.  37, we first apply 

integral separation, then use Gauss theorem and the fact that surface integral vanishes due to 

infinite support region of kernel function to derive such relation.  

 

�
𝜕𝜕𝑤𝑤ℎ(∆𝒓𝒓)
𝜕𝜕𝒓𝒓′𝛺𝛺

× ∆𝒓𝒓𝑑𝑑𝒓𝒓′ = �
𝜕𝜕
𝜕𝜕𝒓𝒓′

∙
𝛺𝛺

[𝑤𝑤ℎ(∆𝒓𝒓)∆𝒓𝒓]𝑑𝑑𝒓𝒓′ − � 𝑤𝑤ℎ(∆𝒓𝒓) �
𝜕𝜕∆𝒓𝒓
𝜕𝜕∆𝒓𝒓

� 𝑑𝑑𝒓𝒓′
𝛺𝛺

= � [𝑤𝑤ℎ(∆𝒓𝒓)∆𝒓𝒓 ∙ 𝒏𝒏(∆𝒓𝒓)]𝑑𝑑𝒓𝒓′
𝜕𝜕𝜕𝜕

− � 𝑤𝑤ℎ(∆𝒓𝒓) �
𝜕𝜕∆𝒓𝒓
𝜕𝜕∆𝒓𝒓

�𝑑𝑑𝒓𝒓′
𝛺𝛺

= −𝑰𝑰𝒏𝒏 

Eq.  39 

 

For the last term of Eq.  35, because of the integral, the third order term becomes second order. 

The interpolation error of gradient operator can be obtained:  
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(𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝐴𝐴𝑐𝑐)(𝒓𝒓, 𝑡𝑡) =
𝜕𝜕𝜕𝜕
𝜕𝜕𝒓𝒓

(𝒓𝒓, 𝑡𝑡) + 𝑂𝑂(ℎ2) Eq.  40 

 

3.3.2. Discretization Error Analysis 

The discretization is to distribute particles inside a support region with properties and 

potential functions. Though the particles may behave like material points, but they are actually 

macroscopic entities carrying kinematic and thermodynamic properties. Each particle has a fixed 

density and volume and all properties are assumed to be homogeneous inside a particle. Taking a 

2-D example as in Figure 3-1, we take any one of the particle volume to be 𝑉𝑉𝑝𝑝, then the mean 

diameter of a particle can be determined as: 𝛿𝛿𝛿𝛿 = 𝑉𝑉𝑝𝑝
1/2. Notice that 𝛿𝛿𝛿𝛿 also stands for the unit grid 

size. Another important parameter is ℎ/𝛿𝛿𝛿𝛿, with ℎ defined as smoothing length of the kernel in 

previous section. In most current application, this parameter depends on the selection of kernel 

function and usually equals to 1 to 2. As the particles evolve, the properties assigned to each 

particle are also subject to a variation. Noted that such variation is purely Lagrangian, there is no 

advection term.  

 

The discretization operator is based on Riemann sum and in application, the summation 

points are finite number of adjacent particles b.  

 

� 𝐶𝐶(𝒓𝒓′, 𝑡𝑡)𝑑𝑑𝒓𝒓′
𝛺𝛺

≈�𝐶𝐶(𝒓𝒓𝑏𝑏 , 𝑡𝑡)𝑉𝑉𝑏𝑏
𝑏𝑏

 Eq.  41 

 

If we apply this method to the continuous approximation done before (Eq.  23), we can get: 

 

𝐴𝐴𝑐𝑐(𝒓𝒓, 𝑡𝑡) = � 𝐴𝐴(𝒓𝒓′, 𝑡𝑡)𝑤𝑤ℎ(𝒓𝒓 − 𝒓𝒓′)𝑑𝑑𝒓𝒓′
𝛺𝛺

≈ 𝐴𝐴𝑑𝑑(𝒓𝒓, 𝑡𝑡) = �𝐴𝐴(𝒓𝒓𝒃𝒃, 𝑡𝑡)𝑤𝑤ℎ(𝒓𝒓 − 𝒓𝒓𝒃𝒃)𝑉𝑉𝑏𝑏
𝑏𝑏

 Eq.  42 

 

Where 𝐴𝐴𝑑𝑑 defines the discrete interpolation of the region. Note the sum covers all the particles 

inside the support domain and the size of the domain is determined by the radius of kernel function. 
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For a kernel function with support radius as ℎ𝑡𝑡 = 𝐾𝐾 ∙ ℎ, we can calculate the number of particles 

𝑁𝑁 inside the support domain as:  

 

𝑁𝑁 =
𝑉𝑉𝑛𝑛ℎ𝑡𝑡2

𝑉𝑉𝑝𝑝
 Eq.  43 

 

Where 𝑉𝑉𝑛𝑛 is the volume of the unit 2D circle (2𝜋𝜋). For some popular kernel function applied these 

days, magnitude of 𝐾𝐾 could equal to 3 (B-Spline M=5), 2.5 (B-Spline M=4), 2 (Wendland) or other 

values. As a result, we need 30 ~ 50 particles inside the region. This is significantly larger than the 

mesh-based methods. And this is considered to be a weakness in SPH method. For example, in 

Finite Volume methods, solving a second order differential equation will only need 5-13 

neighboring data. 

 

 
Figure 3-1: Demonstration of particles inside one support region with radius ht. 

 

Same analogy can be applied to gradient vector:  

 

[𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔]𝑐𝑐(𝒓𝒓, 𝑡𝑡) ≈ [𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝐴𝐴]𝑑𝑑(𝒓𝒓, 𝑡𝑡) = �𝐴𝐴(𝒓𝒓𝒃𝒃, 𝑡𝑡)∇𝑤𝑤ℎ(𝒓𝒓 − 𝒓𝒓𝒃𝒃)𝑉𝑉𝑏𝑏
𝑏𝑏

 Eq.  44 

 

However, estimating the error made by the discrete operator 𝐴𝐴𝑑𝑑 is complicated because it depends 

on the particle positions, and the particles will distribute in a disordered pattern. However, such 
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disorder is not completely random cloud and approaches of estimating theoretical mean are not 

applicable. Researcher has proposed that because such disorder is deterministically determined by 

discrete equations and if such disorder can be measured by some quantities, the assessment of the 

accuracy of the discrete interpolation may become possible [132]. In this work, we only estimate 

the error at the beginning of the simulation, where all particles are placed at the grid point of 

Cartesian grid [96]. If we assume the discretization error is represented as:  

 

𝐸𝐸𝑑𝑑[𝐴𝐴(𝒓𝒓𝒃𝒃)𝑤𝑤ℎ(𝒓𝒓 − 𝒓𝒓𝒃𝒃)] = �𝐴𝐴(𝒓𝒓𝒃𝒃, 𝑡𝑡)𝑤𝑤ℎ(𝒓𝒓 − 𝒓𝒓𝒃𝒃)𝑉𝑉𝑏𝑏
𝑏𝑏

− � 𝐴𝐴(𝒓𝒓′, 𝑡𝑡)𝑤𝑤ℎ(𝒓𝒓 − 𝒓𝒓′)𝑑𝑑𝒓𝒓′
𝛺𝛺

 Eq.  45 

 

Then we translate the system (not affecting error Eq.  46) and apply Fourier series transformation 

with derivatives considered at point 𝒓𝒓 (Eq.  47):  

 

𝐸𝐸𝑑𝑑[𝐴𝐴(𝒓𝒓𝒃𝒃)𝑤𝑤ℎ(𝒓𝒓 − 𝒓𝒓𝒃𝒃)] = 𝐸𝐸𝑑𝑑[𝐴𝐴(𝒓𝒓 − 𝒓𝒓𝒃𝒃)𝑤𝑤ℎ(𝒓𝒓𝒃𝒃)] Eq.  46 

𝐴𝐴(𝒓𝒓 − 𝒓𝒓𝒃𝒃) = 𝐴𝐴(𝒓𝒓) −
𝜕𝜕𝜕𝜕
𝜕𝜕𝒓𝒓

∙ 𝒓𝒓𝒃𝒃 +
1
2
𝒓𝒓𝒃𝒃
𝜕𝜕2𝐴𝐴
𝜕𝜕𝒓𝒓𝟐𝟐

𝒓𝒓𝒃𝒃 + 𝑂𝑂(|𝒓𝒓𝒃𝒃|3 Eq.  47 

 

Then we apply Eq.  47 to the error term and get:  

 

𝐸𝐸𝑑𝑑[𝐴𝐴(𝒓𝒓𝒃𝒃)𝑤𝑤ℎ(𝒓𝒓 − 𝒓𝒓𝒃𝒃)]

= 𝐴𝐴(𝒓𝒓)𝐸𝐸𝑑𝑑[𝑤𝑤ℎ(𝒓𝒓𝒃𝒃)]−
𝜕𝜕𝜕𝜕
𝜕𝜕𝒓𝒓

𝐸𝐸𝑑𝑑[𝑤𝑤ℎ(𝒓𝒓𝒃𝒃) ∙ 𝒓𝒓𝒃𝒃]

+
1
2
𝜕𝜕2𝐴𝐴
𝜕𝜕𝒓𝒓𝟐𝟐

𝐸𝐸𝑑𝑑[𝑤𝑤ℎ(𝒓𝒓𝒃𝒃) ∙ 𝒓𝒓𝒃𝒃 ∙ 𝒓𝒓𝒃𝒃] + 𝐸𝐸𝑑𝑑[𝑂𝑂(|𝒓𝒓𝒃𝒃|3)𝑤𝑤ℎ(𝒓𝒓𝒃𝒃)] 

Eq.  48 

 

As we mentioned before in Eq.  26, an odd function (𝑤𝑤ℎ(𝒓𝒓𝒃𝒃) ∙ 𝒓𝒓𝒃𝒃) will have a zero-error 

term if all particles are regularly distributed on the Cartesian grid. As for 𝐸𝐸𝑑𝑑[𝑤𝑤ℎ(𝒓𝒓𝒃𝒃)]  and 

𝐸𝐸𝑑𝑑[𝑤𝑤ℎ(𝒓𝒓𝒃𝒃) ∙ 𝒓𝒓𝒃𝒃 ∙ 𝒓𝒓𝒃𝒃] term, Eq.  49, proposed by Violeau, D [133], is used with 𝑘𝑘𝑖𝑖  as non-zero 

integer.  

𝐸𝐸𝑑𝑑[𝐶𝐶(∙)] = 𝐴𝐴�𝐶̂𝐶(𝑘𝑘1𝐾𝐾𝛿𝛿𝛿𝛿 , … ,𝑘𝑘𝑛𝑛𝐾𝐾𝛿𝛿𝛿𝛿)
𝑘𝑘𝑖𝑖

 Eq.  49 
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Where 𝐶̂𝐶 is the Fourier transform of the function 𝐶𝐶 and 𝐾𝐾𝛿𝛿𝛿𝛿 is the fundamental wavenumber that 

is defined as 𝐾𝐾𝛿𝛿𝛿𝛿 = 2𝜋𝜋ℎ/𝛿𝛿𝛿𝛿. Finally, we can write Eq.  48 as:  

 

𝐸𝐸𝑑𝑑[𝐴𝐴(𝒓𝒓𝒃𝒃)𝑤𝑤ℎ(𝒓𝒓 − 𝒓𝒓𝒃𝒃)] = 𝐴𝐴(𝒓𝒓)𝑛𝑛𝑤𝑤ℎ� (𝐾𝐾𝛿𝛿𝛿𝛿) −
1
2
𝜕𝜕2𝐴𝐴
𝜕𝜕𝒓𝒓𝟐𝟐

𝜕𝜕2𝑤𝑤ℎ�
𝜕𝜕𝐾𝐾2 + 𝑂𝑂(ℎ3) Eq.  50 

 

Therefore, the relative error of 𝐸𝐸𝑑𝑑[𝐴𝐴(𝒓𝒓𝒃𝒃)𝑤𝑤ℎ(𝒓𝒓 − 𝒓𝒓𝒃𝒃)]/𝐴𝐴(𝒓𝒓) is subject to an approximation of the 

order of ℎ2. Besides, it is important to note that 𝑤𝑤ℎ� (𝐾𝐾𝛿𝛿𝛿𝛿), which is the kernel Fourier transform, 

plays a crucial role in the error analysis. It can be concluded that a higher order of ℎ/𝛿𝛿𝛿𝛿 will give 

a lower 𝑤𝑤ℎ� (𝐾𝐾𝛿𝛿𝛿𝛿) and a smaller error [106].  

 

3.3.3. Simulation Error Analysis 

In this section, SPH simulations are carried out to determine the modeling error and 

compare the observed error to theoretical error. Simple Poiseuille flow between stationary infinite 

plates at y = 0 and y = L is simulated. The fluid is initially set to be stationary and driven by a body 

force F parallel to x-axis. The results are compared to analytical solution, which has a parabolic 

velocity profile and has the form of Eq.  51.  

 

𝑢𝑢(𝑦𝑦) =
𝐹𝐹𝐿𝐿2

8𝜈𝜈
(1 − �𝑦𝑦 −

𝐿𝐿
2
�
2

�
𝐿𝐿
2
�
2

� )  Eq.  51 

 

where 𝜈𝜈 is the kinematic viscosity. In this simulation, flow with 𝜈𝜈 = 0.1𝑚𝑚2/𝑠𝑠 , 𝐿𝐿 = 1𝑚𝑚, 𝐹𝐹 =

0.2𝑚𝑚/𝑠𝑠2, 𝜌𝜌 = 1000 𝑘𝑘𝑘𝑘/𝑚𝑚3 is set. The maximum velocity is found to be 2.5𝑚𝑚/𝑠𝑠 and the 

Reynold number is calculated as 25 (Eq.  52). The particle size is enlarged or refined to 

determine the convergent rate.  

𝑅𝑅𝑅𝑅 =
𝑢𝑢𝑢𝑢
𝜈𝜈

  Eq.  52 

 

Figure 3-2 shows the comparison plot of SPH simulation and analytical solution. A pretty good 

agreement is found. Besides, the 𝐿𝐿2 relative error norm is calculated by Eq.  53 to determine the 

error comparing to exact solution.  
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𝐿𝐿2 = �∑ �𝑢𝑢𝑆𝑆𝑆𝑆𝑆𝑆(𝑖𝑖) − 𝑢𝑢𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑖𝑖)�
2𝑁𝑁

𝑖𝑖=1
∑ 𝑢𝑢𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸2 (𝑖𝑖)𝑁𝑁
𝑖𝑖=1

  Eq.  53 

 

 
Figure 3-2: Comparison of SPH simulation and analytical solution of Poiseuille flow. 

 

Figure 3-3 shows the observed convergence plot of SPH simulation. the slope of fitting curve is 

found to be 1.088 and is pretty close to 1. From previous section, the theoretical rate is 2 for both 

interpolation and discretization. However, the discretization error analysis only applies at initial 

state of simulation when particles are distributed regularly on grid points. Besides, the artificial 

viscosity and compressibility will introduce additional error. Fatehi has pointed that [134] 

theoretical order of accuracy of leading term in viscosity formulation of Eq.  19 is between first 

and second order and their simulation also show a first order convergent rate. 
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Figure 3-3: Plot of convergent rate against particle size in SPH simulation. 

 

3.4. Summary Remarks 

This chapter first reviews the state of the art for the SPH method and analyzes the 

theoretical error for SPH methods. The goal is to identify the source of error for SPH simulations. 

At the same time, this chapter can be used as an input for the decision regarding the adequacy of 

the SPH methods for an external-flooding and high-wind application. It is found that SPH methods 

have a rigorous mathematical basis as a PDE solving algorithm, and the Lagrangian operator has 

a second order of accuracy for approximating an arbitrary scale (or vector) field and gradients of 

any order. Also, the particle approximation is tightly related to the law of thermodynamics, and 

the equation of motions can be derived directly from the second law of thermodynamics. Most 

errors come from the discretization process, and the math turns to be more complicated than mesh-

based methods. Meanwhile, a theoretical derivation is performed given that the particles are 

uniformly distributed, and the second order of accuracy can be achieved with SPH approximations. 

However, it is found from a simple laminar scenario, where particle distributions are relatively 

uniform, that SPH methods with WSPH formulation have the first order of accuracy. As a result, 

for violent flows with “chaotic” particle distributions, the discretized field starts to fluctuate, and 

order of accuracy will degrade, especially for high-order operators like viscous and pressure terms. 

Note that SPH can achieve good accuracy with very fine particle sizes, its computational cost is 
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much higher since the number of neighboring elements is 3-10 times more than the mesh-based 

simulations. Therefore, SPH’s performance is expected to be bad for estimating turbulent 

phenomena, like boundary layers or vortex shedding.  

 

However, SPH is found to be successful in “large-scale” scenarios with very complex 

interface structures and violent flows, and the computational costs are far less than mesh-based 

simulations. Such findings are results of SPH’s numerical dissipations, which is known as implicit 

large eddy simulations in conventional CFD. In consequence, the SPH method is found to be the 

only applicable method for the large-scale external-flooding and high-wind simulations. To 

confidently apply SPH’s simulation results to nuclear safety analysis, the credibility of SPH needs 

to be analyzed systematically for the intended uses. In this study, the term “credibility” instead of 

“accuracy” is used since it aligns with the definition of validation as a decision-making process. 

In addition, the term credibility suggests the importance of acceptance criteria and the role of 

decision-makers. And the adequacy of simulation tools should be decided according to the safety 

goal and risk levels.  
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4. SPH CREDIBILITY ASSESSMENT WITH EMDAP FRAMEWORK 
 
 

This chapter aims to validate the SPH methods based on EMDAP framework, and such 

process will lead to a decision regarding the adequacy of the SPH methods for a specific 

application. It has been discussed in previous chapter that the objective of validation is to assess 

the credibility of a (collection of) model(s), and for many nuclear safety-related applications, the 

credibility (sometimes known as fidelity) is subjectively defined. However, neither CSAU or 

EMDAP has formalized or explicitly discussed the subjective components of model credibility (or 

fidelity). For clarification, this chapter defines credibility as accuracy that is characterized by 

validation metrics only. The process, demonstrate in Figure 4-1, involves four key activities:  

 

• Identify the importance and adequacy of math, code and data for all related systems, 

components, processes, and phenomena. 

• Establish standards against which code models and performance can be measured 

• Construct code-assessment case studies and database 

• Perform code assessment by comparing the code results against the standards 

• Perform scaling analysis for database in terms of their relevancy and sufficiency for the 

intended application 
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Figure 4-1: Demonstration of adequacy decision process. 

 
Both the verification by theoretical error analysis and the literature reviews for SPH have been 

performed in chapter 3. The rest components will be discussed in this chapter. Finally, a summary 

of adequacy findings and lessons learned will be discussed. In addition, Figure 4-1 also suggests 

an iterative evaluation and development process, where efforts are continuously required for issues 

of insufficient database and imperfect models.  

 

4.1. Establish Requirement for Evaluation Model Capability 

Element 1 aims to identify and agree upon the importance of constituent phenomena, 

processes, and key parameters with respect to the purpose of applications. In EMDAP, Element 1 

is composed by four steps: (1) Specify analysis purpose, transient class and power plant class; (2) 

Specify figures of merit; (3) Identify systems, components, phases, geometries, fields and 

processes that should be modeled; (4) identify and rank phenomena and processes. Following 

paragraphs will briefly discuss the progress of each step.   
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4.1.1. Identify and Rank Key Phenomena and Processes 

In this study, scenarios are selected for the external-flooding and the high-wind application 

respectively. For external-flooding applications, the analysis purpose is to assess if the 

performance of SPH in simulating the scenario of “floods damage the building structures, enter 

the diesel generator (DG) room, and cause diesel generator malfunctioning” is acceptable. The 

corresponding FoMs include the response time and the structural loads on SSCs by floods. In this 

study, the response time is the time for the external floods to reach the DG building and to 

potentially fail the DGs. The response time is crucial for the nuclear safety analysis, including 

estimating the decay heat, initiating emergency procedures and identifying responses of SSCs, etc. 

The structural loads on stationary SSCs are important for determining the structural integrity and 

operational status of SSCs during external-flooding scenarios. For example, if the load exceeds 

the regulatory limits, certain SSCs need to be shut down; if the force exceeds the operational limits, 

certain SSCs can be malfunctioning and even failed. Besides, the structural loads on moving 

objects are important for the flooding-induced debris analysis, including the debris transport and 

its impacts to SSCs.  

 

For high-wind applications, the purpose is to assess if the performance of SPH in 

simulating the scenario of “the long-last wind damages the offsite facilities including exhaust stack 

and electric wire” is acceptable. The corresponding FoMs include characteristics of the local wind 

fields experienced at the NPP site and the structural loads on SSCs by winds. In this study, the 

investigation on wind characteristics mainly includes the wind turbulence, vortex shedding, and 

wind generations, which are important for the structural analysis of SSCs. Besides, the wind field 

analysis is also important for the statistical analysis of wind-generated-missiles trajectories, which 

are important for the safety analysis of SSCs and plant operation personnel. Similar to the external-

flooding scenario, the structural load analysis aims to determine the structural integrity and 

operational status of SSCs.  

 
The Phenomenon Identification and Ranking Table (PIRT) is a ranking table to align 

applications’ technical requirements with associated physics and materials models, simulation 

code capabilities and verification, validation and uncertainty quantification activities [135]. It is 

developed to identify and prioritize important physical phenomena in an application and to assess 
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the adequacy/gaps of the current simulation capabilities. The PIRT helps to ensure both sufficiency 

and efficiency by expert elicitation and prioritization of the analysis of the simulation and 

experimental capabilities. In this study, the PIRT is designed to assess the capability of SPH and 

NEUTIRNO in simulating the selected external-flooding and high-wind scenarios according to the 

evidence and expert opinion. The PIRT table contains two major attributes: Importance and 

adequacy. The importance attribute aims to rank the importance of corresponding phenomena 

according to their effects to FoMs. Three levels of “High”, “Medium”, and “Low” are used for 

qualitatively representing the importance, and this study only considers high-rank phenomena. The 

adequacy attribute is measured from three aspects: the mathematical model, computational code, 

and data. The math model usually refers to a mathematical representation for the phenomenon, 

while the code refers to a numerical reproduction for the phenomenon. The data refer to the 

database for existing model input and validation data. Similar to the importance ranking, there are 

three levels for each adequacy ranking. The notation of “High” indicates an adequate resource for 

a certain aspect, the “Low” suggests that there are few resources available. Detailed definitions for 

each attribute and its ranking can be found in the literature [46] [135]. A complete PIRT process 

usually requires inputs from a group of experts based on their best knowledge. However, the 

following PIRT is tentatively performed according to author’s knowledge.  

 

For the scenario of floods breaking and entering diesel generator room, the FoMs include 

the response time and the structural loads on SSCs by floods, while the response time is defined 

as the time for the external floods to reach the DG building and to potentially fail the DGs. The 

response time is crucial for the nuclear safety analysis, including for estimating the decay heat, 

initiating emergency procedures, and identifying responses of SSCs, etc. The force exerted on 

SSCs is important for determining the structural integrity and operational status of SSCs during 

external-flooding scenarios. For example, if the force exceeds the regulatory limits, certain SSCs 

need to be shut down; if the force exceeds the material limits, certain SSCs can be malfunctioning 

and failed. To accurately predict these FoMs with Computational Fluid Dynamics (CFD) tools, 

the PIRT process consider all hydrodynamic phenomena, processes, and conditions (in this study, 

all of these are referred to as “phenomena” for brevity) that affect the FoMs. It is stressed that the 

PIRT process itself does not decide whether a model or code is adequate. Rather, the information 

in the PIRT aims to guide the evaluation of whether the code contains the essential capabilities for 
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modeling phenomena important for the proposed scenarios. In another word, code models that are 

necessary for the accurate simulation of high-rank phenomena must fully satisfy the adequacy 

requirements. In addition, the information of PIRT is crucial for the adequacy and safety decisions 

with a sufficient confidence. Moreover, the rankings of PIRT should be adaptive throughout the 

adequacy assessment process. In another word, If the models are demonstrated to have less impact 

on the simulation, they can be moved to a lower standard, such as the accuracy can partially satisfy 

the requirements.  

 

Table 4-1 shows the PIRT high-rank phenomena for the FoMs of response time and 

structural loads, where the shaded areas represent the FoMs. Since SPH has been applied to 

simulate the violent flow for a long time [94], its model and code are adequate for simulating the 

wave generator [136] [137], wave propagation, and force estimation on static objects [97]. 

Comprehensive reviews for SPH methods and codes in simulating these phenomena can be found 

in the reference documents [138]. Therefore, most rankings for these phenomena are “High” 

except for the math model and code adequacy of structural loads. Although SPH methods have 

shown good agreements in predicting the hydrodynamic forces, the results are usually unstable, 

and additional smoothing techniques are usually needed. Therefore, they are ranked as “Medium” 

since these issues are considered moderate. For the phenomenon of vortex shedding, the math 

model and code in SPH is very limited, and they are all ranked as “Low”. In fact, to achieve a 

comparable accuracy to mesh-based simulations, SPH either needs to refine its particle to DNS 

scales or to be incorporated by closures. However, since the number of neighboring elements 

(particles) for an SPH element (particle) is typically 3-4 times more than that for a mesh cell in 

mesh-based simulations, SPH methods are more computationally expensive than mesh-based 

methods in DNS scales. Besides, since the nature of particle-based methods deviates from the 

mesh-based methods, most well-known closure models in established CFD studies may not be 

perfectly suitable for SPH. Therefore, better SPH closures are still needed for such phenomenon 

from the aspects of math and model adequacy. Finally, the data of full-scale solidarity wave can 

be obtained analytically, while the data from aerospace engineering for large-scale vortex shedding 

phenomenon are quite adequate. Therefore, the ranking of data adequacy for solitary wave and 

vortex shedding is High. But for the rest of phenomena, there is a lack of large-scale data.  
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Table 4-1: PIRT and lists of numerical benchmarks designed for each phenomenon in 

external flooding scenario. 

ID Phenomenon Description Imp 

Adequacy 

Math 

Model Code Data 

A Response Time     

 Solitary Wave H H H H 

 Wave Propagation H H H L 

 Vortex Shedding H L L H 

B Structural Loads     

 
Hydrodynamic force  

on stationary structures 
H M M L 

 
Hydrodynamic force  

on moving structures 
H M M L 

 

For the high wind scenario, the corresponding FoMs include characteristics of the local 

wind fields experienced at the NPP site and the structural loads on SSCs by winds. In this study, 

the investigation on wind characteristics mainly includes the wind turbulence, vortex shedding, 

and wind generation, which are important for the structural analysis of SSCs. Besides, the wind 

field analysis is also important for the statistical analysis of wind-generated-missiles trajectories, 

which are important for the safety analysis of SSCs and plant operation personnel. Similar to the 

external-flooding scenario, the structural load analysis aims to determine the structural integrity 

and operational status of SSCs during high-wind scenarios.  

 

Table 4-2 shows the PIRT high-rank phenomena for the FoMs of local wind characteristics 

and structural loads. The phenomena of vortex shedding and hydrodynamics force on stationary 

structures have been discussed in the PIRT for external flooding. For a local high-wind simulation, 

the wind generation is usually accomplished by a separate model, like climate models, and 

represented by the inflow boundary conditions in CFD models. However, the inflow boundary is 

known to be a challenging problem for SPH methods since it is hard to maintain the continuity 

during the particle injection. However, some feasible models are available in the NEUTRINO 
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package, where a flow emitter can emit SPH particles according to the volumetric or mass flow 

rate. Though, such a rough model is likely to cause serious mass loss problem, it is a convenient 

approach appropriate for violent scenarios. As a result, adequacy rankings for the inflow BC with 

respect to the math model and code are “Medium” since these issues are considered moderate. At 

the same time, the ranking for data adequacy is “High” since a lot of large-scale data have been 

generated from the climate and atmospheric engineering. For the turbulence phenomenon, SPH 

also experiences some accuracy and efficiency issues. As discussed previously, particle 

refinements can improve the accuracy, however, the computational costs make SPH methods far 

less competitive against mesh-based methods. The well-established turbulence models are not 

perfectly suitable for SPH methods with different fundamentals. As a result, the adequacy ranking 

for both math model and code of SPH is “Medium” since these issues are considered moderate. 

Since an adequate amount of data have been produced by aerospace and mechanical engineering, 

like large-scale wind tunnel experiments, the data adequacy is ranked as “High” for the turbulence 

phenomenon.  

 

Table 4-2: IRT and lists of numerical benchmarks designed for each phenomenon in 

high wind scenario. 

ID Phenomenon Imp 

Adequacy 

Math 

Model 
Code Data 

A Wind Characteristics     

 Inflow boundary H M M H 

 Turbulence H M M H 

 Vortex shedding H L L H 

B Structural Loads     

 
Hydrodynamics force  

on stationary structures 
H M M H 
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4.1.2. Performance Measurement Standards 

To decide if the code is adequate for the specific application, standards need to be 

established, against which code models and performance can be measured. In this study, the 

standards are described as – the performance of the code is considered adequate for each separate 

phenomenon or process if: 

 

• The code state of the art is known, documented, and acceptable 

• The code is generally acceptable for simulating each separate phenomenon of the 

application 

• The code predicts the high-fidelity data from separate effect tests with acceptable accuracy 

• The code is acceptable for the scale of the specific target applications 

 

The performance of the code is considered adequate for integral scenarios if: 

• The field equations represent the key processes and phenomena 

• The code is generally acceptable for simulating the application scenarios with various 

phenomena and processes 

• The code predicts the behavior of important phenomena as observed in appropriate integral 

effects tests with acceptable accuracy.  

• The code represents the interactions of between phenomena, process, and system 

components 

 

To provide a quantitative measure for the term “acceptability,” criteria are needed for 

assessing the code accuracy and quality of validation database. In this study, the code accuracy is 

measured by simulation errors in predicting selected QoIs, while the quality of validation database 

is measured according to the attributes of scaling analysis. Table 4-3 shows the accuracy standards 

measured by error (𝐿𝐿1 relative error norm) in predicting selected QoI. 
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Table 4-3: Simulation code accuracy standards measured by error in predicting selected 

QoIs. 

Accuracy Statement 
𝑳𝑳𝟏𝟏 Relative Error Norm 

in predicting selected QoIs 

Excellent Accuracy ≤ 10% 

Reasonable Accuracy ≤ 20% 

Insufficient Accuracy > 20% 

 

The scaling analysis can be defined as “a technique for characterizing degree of similarity 

between processes and phenomena to occur in a real prototypic system and those to occur in its 

reduced and experimental analog” [139]. A systematic scaling analysis is composed by “top-down” 

and “bottom-up” analysis. As discussed previously, the scaling analysis is tightly coupled with the 

model assessment process. Starting from the PIRT, the identifications of physical characteristics 

require complicate procedures such that the interconnections among system components, 

phenomena, and processes are well understood. In this study, the dimensionless groups are used 

to represent the physical characteristics that governs the system responses. Next, the relative 

importance of the dimensionless groups is investigated through various code assessment process 

until a relationship is developed between the selected phenomena and the dimensionless groups. 

A combination of various relationships is usually known as a “workable form”. Next, the workable 

form will be validated by comparing against data until a final form is determined. Until this point, 

it can be claimed that all data involved in this process have been “compressed” into an equation-

based workable form. As a result, the scaling process is to find the “encodings” for the database, 

and all the model assessment process is to test the applicability of this form. At the same time, 

scaling also aims to verify that the database is sufficient. In this study, the dimensionless number 

of experiments are compared to the applications, and the sufficiency can be verified if the test data 

envelop the application behavior. In another word, the dimensionless number in applications 

should be covered by the range of dimensionless groups in experimental database. However, the 

selected phenomena can be only peculiar to the experiments and is not expected in the applications. 

Such issue is usually known as the scaling distortion. As a result, a relevance analysis is needed 

for the database to ensure that all selected phenomena are also typical under prototypic conditions. 

Finally, the model predictions are made for the applications, and an uncertainty analysis is 
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performed with respect to each evaluated phenomenon. If the database is found to be sufficient, 

relevant and less distorted with respect to the application, the validation database is similar to the 

application scenarios, and it is applicable to the full-scale analysis. Table 4-4 shows general 

descriptions for the attributes and criteria of scaling analysis.  

 

Table 4-4: Attributes and criteria of systematic scaling analysis. 

Attribute Criterion 

Sufficiency 
The physical characteristics of database bound those 

for applications.  

Relevancy  
The physical characteristics of database are relevant 

to those for applications 

Distortion 
The uncertainty of model predictions can be bounded 

when it is propagated through scales 

 

Considering the previous discussion on code accuracy and database similarity, general 

performance standards can be identified. Such standard acceptance criteria will be applied to all 

accuracy assessment, where the data are either from fundamental tests, separate-effect tests, or 

integral-effect tests, and are defined as follows:  

 

Excellent – For the high-rank phenomena, the 𝐿𝐿1 relative error norm between the predicted 

and the measured quantity of interests is less than 10% for both external flooding and high wind. 

The code can also be confidently used in similar applications with errors being bounded by an 

uncertainty band. 

Reasonable – For the high-rank phenomena, the 𝐿𝐿1  relative error norm between the 

predicted and the measured quantity of interests is less than 20% for external flooding and 30% 

for high-wind- related tests. The code can also be confidently used in similar applications with 

errors being bounded by an uncertainty band, which is greater than those with excellent agreements.  

Insufficient – For the high-rank phenomena, the 𝐿𝐿1  relative error norm between the 

predicted and the measured quantity of interests is larger than the requirements for acceptable 

agreements. The errors of most predictions lie outside the uncertainty bounds, and major 
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modifications are needed before the code can be used in similar applications with sufficient 

confidence. 

 

Also, a code can still be adequate even if their agreements are insufficient given that (1) the 

phenomena are demonstrated to not have the dominant impacts on the scenarios indicated by their 

PIRT ranks, and (2) there is an appropriate method for quantifying and predicting the simulation 

uncertainty 

 

Presently, the minimum standard for acceptable code in terms of performance is the 

“reasonable” agreements, and this study focuses on the assessment of each separate phenomenon 

due to the restriction of database. Besides, the standard criteria are equally assigned for all PIRT 

high-rank phenomena in this study. In a word, SPH methods are acceptable for a separate 

phenomenon if they can predict the phenomenon with reasonable or excellent accuracy. In next 

chapters, accuracy assessments will be performed, and finally, an adequacy decision for each 

separate phenomenon will be made based on an accumulation of all processes.  

 

4.2. Develop Assessment Base and Evaluation Model 

In this chapter, both elements 2 and 3 are discussed. Element 2 aims to acquire appropriate 

experimental data relevant to the scenario being considered and ensuring the suitability of 

experimental scaling. There are five steps: (5) specify objectives for assessment base; (6) perform 

scaling analysis and identify similarity criterion; (7) identify existing data and/or perform IETs 

and SETs to complete database; (8) evaluate effects of IET distortions and SET scaleup capability; 

(9) determine experimental uncertainties as appropriate.  

 

For external-flooding applications, the analysis purpose is to assess if the performance of 

SPH in simulating the scenario of “floods damage the building structures, enter the room, and 

cause diesel generator (DG) malfunctioning” is acceptable. Detailed event progressions are listed 

as follows:  
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(1) If there is an external flooding after a dam breaching, water overflows the NPP site, and 

the AC power fails immediately.  

(2) If the water reaches the DG building, and the peak forces acting on the building exceed a 

limit, water starts to overflow the room.  

 

The corresponding Figure of Merits (FoMs) include the response time and the structural loads on 

SSCs by floods. In this study, the response time is the time for the external floods to reach the DG 

building and to potentially fail the DGs. The response time is crucial for the nuclear safety analysis, 

including estimating the decay heat, initiating emergency procedures and identifying responses of 

SSCs, etc. The structural loads on stationary SSCs are important for determining the structural 

integrity and operational status of SSCs during external-flooding scenarios. For example, if the 

load exceeds the regulatory limits, certain SSCs need to be shut down; if the force exceeds the 

operational limits, certain SSCs can be malfunctioning and even failed. Besides, the structural 

loads on moving objects are important for the flooding-induced debris analysis, including the 

debris transport and its impacts to SSCs. Figure 4-2 shows a postulated scenario of external-

flooding induced by dam failures. A simulation has been performed with an SPH software package 

named NEUTRINO, and some key configurations for this simulation are listed in Table 4-5. 

Therefore, the analysis purpose is to determine the accuracy of predicted FoMs by SPH and 

NEUTRINO.  
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Figure 4-2: Demonstration for a postulated external flooding scenario induced by dam 

failures. A full-scale simulation is prepared with NEUTRINO software package [78]. 

 
Table 4-5: Scenario configurations, NEUTRINO setups, and predicted FoMs. 

Scenario Configurations 

Water level at the dam breaching 5m 

Breaching width 10m 

Distance to buildings 20m 

NEUTRINO Setups 

Particle size 2m 

CFL number 0.6 

Predicted FoMs 

Response time 20min 

Peak force 400N 

 

For high-wind applications, the purpose is to assess if the performance of SPH in 

simulating the scenario of “the long-last wind damages the offsite facilities including exhaust stack 

and electric wire” is acceptable. Detailed event progressions are listed as follows:  
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(1) If there is an EF11 scale tornado, the exhaust stack of NPP and electric wire can be damaged.  

(2) If the electric wire is damaged, the NPP site may experience loss of offsite power (LOOP).  

 

The corresponding FoMs include characteristics of the local wind fields experienced at the NPP 

site and the structural loads on SSCs by winds. In this study, the investigation on wind 

characteristics mainly includes the wind turbulence, vortex shedding, and wind generations, which 

are important for the structural analysis of SSCs. Besides, the wind field analysis is also important 

for the statistical analysis of wind-generated-missiles trajectories, which are important for the 

safety analysis of SSCs and plant operation personnel. Similar to the external-flooding scenario, 

the structural load analysis aims to determine the structural integrity and operational status of SSCs. 

Presently, no SPH simulation has been set up for a full-scale high-wind scenario, and this study 

mainly investigates the potential applicability and accuracy of SPH in capturing separate FoMs.  

 

Since this study does not aim to design new facilities, the data are collected from existing 

literature. To ensure the data applicability to the application scenarios, a scaling analysis is needed 

to ensure the relevancy and sufficiency for all collected data. Table 4-6 shows the list of related 

numerical benchmarks for all high-rank phenomena collected from various sources, while the 

Quantity of Interests (QoI) for each benchmark are also listed. In this study, not all benchmark has 

been demonstrated, but at least one benchmark will be discussed for each phenomenon.  

 

 

 

 

 

 

 

 

                                                 
1 Enhanced Fujita (EF) Scale rates the intensity of tornadoes in U.S. and Canada based on the tornado’s damage. 
Detailed information for EF1-scale tornado can be found in the glossary table at the end of this document.  
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Table 4-6: Numerical benchmarks for all high-rank phenomena. Benchmarks in blue and 

italic fonts are investigated but not discussed in this study. 

External-Flooding Scenario 

ID High-Rank Phenomena 
Numerical  

Benchmarks 
QoI 

A Response Time   

 Solitary wave Wave Piston Machine [136] [140] Wave height 

 Wave propagation Falling of water column [97] 
Position of water 

front edge  

 Vortex shedding Flow around cylinder [97] Velocity field 

B Structural Loads   

 
Hydrodynamic force on 

stationary structures 
Dam Break [141] [142] Force magnitude 

 
Hydrodynamic force on 

moving structures 

Moving solids in static fluids [143]; 

Flow-Induced Motion of Floating 

Bodies with wave maker; [144] 

Moving trajectory 

High-Wind Scenario 

A Wind Characteristics   

 Turbulence Lid-driven cavity flow; Velocity field 

 Vortex Shedding Wind flow over block; Velocity field 

B Structural Loads   

 
Hydrodynamic force on 

stationary structures 
Flow around cylinder [97] Force magnitude 

 

4.3. Assess Evaluation Model Adequacy 

In EMDAP framework, the assessment of simulation codes is divided into two parts. The 

first part is the bottom-up evaluation of model and code. The objective is to evaluate the model(s) 

pedigree, applicability, fidelity to appropriate fundamental or SET data, and scalability. The 

second part is the top-down evaluation, and the objective is to examine the integrated performance 

of the models. In a word, EMDAP tries to perform scaling analysis and accuracy assessment at the 
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same time. In this study, since all data are collected from literatures, the scaling and accuracy 

assessment are presented separately by two chapters for clarity. This chapter mainly discuss the 

accuracy assessments of SPH methods. Two software packages, including LAMMPS-SPH and 

NEUTRINO, are applied. Since 3D NEUTRINO simulations can be too computationally 

expensive with fine particles, LAMMPS-SPH is used mainly for 2D simulations. Although 

NEUTRINO and LAMMPS have slight differences in solving the particle pressure, their results 

are similar [138].  

 

4.3.1. External-Flooding Scenario  

This section assesses the accuracy of SPH in predicting the force and the trajectory of 

moving objects for the external-flooding scenario. 𝐿𝐿1 relative error norm is employed to measure 

the error between predicted results and the experimental data. If the error is less than the criterion 

(20%), it can be claimed that the accuracy performance of SPH methods is reasonably acceptable 

by for predicting a certain QoI. If the error is less than 10%, the accuracy performance is claimed 

to excellently acceptable. If the error is larger than 20%, the accuracy performance is insufficient.  

 

4.3.1.1. Dam Break 

In flooding scenarios, since the force exerted by the flow to the structures is an important 

quantity to measure, dam break is selected to test the capability of SPH methods in predicting force 

magnitude and flow propagation. The first simulation is designed based on the experiment by S.J. 

Cummins, et al. [141] The configuration of experimental setups is demonstrated in Figure 4-3.  
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(a) Schematic diagram of the dam geometry from Aureil, et al. [142] 

 

 
(b) Schematic diagram of the dam geometry from Cummins, et al. 2012 [141] 

Figure 4-3: Sketch plots of experimental setups from Aureil and Cummins work. 

 

To reproduce the Cummins’ experimental configurations in NEUTRINO, a gate is first put in 

position and held for 1 sec until all fluid particles are settled down. Then the gate is opened, and 

fluid collapses driven by gravity. Figure 4-4 shows the evolution of fluid over the surface. The 

dimensionless ratio for this simulation is 0.6. 
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Figure 4-4: Evolution of the water collapse and interaction with the column simulated by 

NEUTRINO. (a) start of simulation; (b) primary wave hitting dam structure; (c) wave reflected; 

(d) Reflected wave hitting dam structure. 

 

The transient comparison of simulation results again experimental data can be found in previous 

work [97]. The time step is affecting little on the results, as long as the CFL number is lower or 

equal to 0.5. Figure 4-5 shows the convergence plot of particle size in predicting different QoIs, 

including the maximum force of primary and reflected wave exerting on the structure, the time of 

those maximum forces. The percentage represents the relative error of simulation results against 

experimental data. When particle size reaches 0.01m, further refinement does not continue to 

improve the accuracy. And comparing to the force magnitude, contacting time of wave propagation 

is affected more by the particle size.  

 

(a) (b) 

(c) (d) 



www.manaraa.com

 

77 
 

 
Figure 4-5: Particle size convergence plot for force magnitude and contacting time of primary 

and reflected wave. 

 

Figure 4-6 shows the plot of relative error against the computational time. When the particles are 

refined, better results are obtained with more computational time needed. Note that when particle 

size is 0.02m, the simulation results are better (70% improvement in magnitude of primary shock; 

60% in time of primary shock; 34% improvement in magnitude of reflected shock; 33% 

improvement in time of reflected shock) but consuming less time (5%) than the one with 0.025m 

particle size. Because the CFL condition is applied for every time step, the simulation with coarse 

particle size is not as stable as the one with finer size. Therefore, it requires smaller time step and 

longer time to simulate. 
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Figure 4-6: Plot of relative error against computing time for force magnitude and contacting 

time of primary and reflective wave. 

 

Table 4-7 shows the list of simulation parameters that have the error of simulated QoIs fall into 

the bounded region. The yellow shaded row represents the parameter combination with lowest 

computational time, which is suggested as the optimal simulation parameters for numerical 

benchmarks. The 𝐿𝐿1 Relative Error Norm is defined by  

 

 𝐿𝐿1 = |
𝑄𝑄𝑄𝑄𝐼𝐼𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑄𝑄𝑄𝑄𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑄𝑄𝑄𝑄𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
| Eq.  54 

 

where 𝑄𝑄𝑄𝑄𝐼𝐼𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 and 𝑄𝑄𝑄𝑄𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 represent the predicted QoI by simulations and measured QoI by 

experiments.  
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Table 4-7: Simulation parameters with 20% bounded absolute relative error for the case of 

dam break.  

Particle Size 

(m) 

Simulation Time/Physical 

Time 

𝐿𝐿1 Relative Error Norm (%) 

Max. Force 

Magnitude 

Time of Peak 

force 

0.05 11.96 19.58% 93.55% 

0.025 265.8 16.16% 40% 

0.02 252.4 3.58% 12.73% 

0.01 1929 7.66% 10.53% 

0.005 57364.5 7.26% 11.43% 

 

In addition, a second simulation is performed according to experiments by F. Aureli [142], 

where forces with respect to various water height are measured, and the optimum particle size 

identified by the previous study (0.02m) is used for all simulations. Figure 4-7 shows the evolution 

of fluids  

 

 
Figure 4-7: Evolution of the water collapse and interaction with the column based on Aureli’s 

setups. (a) start of simulation; (b) primary wave hitting dam structure. 

 

The Aureli’s data can also be used for scaling analysis. In this study, it is found that the 

QoIs, including peak force magnitude and the time of peak force, are directly related to the initial 

depth of water ℎ. To investigate the sufficiency and distortion of database for dam break, the initial 

depth ℎ is non-dimensionalized as 𝑥𝑥∗ by Eq.  55, where 𝐿𝐿 is the distance between the gate and the 

stationary object. Figure 4-8 shows the comparison of the measured against SPH predicted peak 

(a) (b) 
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force with different dimensionless ratio 𝑥𝑥∗ (Eq.  55). At the same times, linear functions are fitted 

to both datasets, based on which an error plot is made with respect to the dimensionless ratio 𝑥𝑥∗.  

 

 𝑥𝑥∗ = ℎ/𝐿𝐿 Eq.  55 

 

Figure 4-9 shows the plot of error for predicting peak force with respect to the dimensionless ratio 

𝑥𝑥∗ given the same particle size as 0.02m. When the 𝑥𝑥∗ is larger than 0.2, the error can be properly 

bounded and reasonably accepted.  

 

 
Figure 4-8: Comparison of the measured against SPH predicted peak force with different 

dimensionless ratio 𝑥𝑥∗. 

.  
Figure 4-9: Plot of 𝐿𝐿1 relative error norm for predicting the peak force versus the 

dimensionless ratio 𝑥𝑥∗ with particle size as 0.02m. 
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Considering the effect of particle size and dimensionless ratio, the error in predicting the 

peak force by SPH can be propagated to the application scenario. Assuming that the dimensionless 

ratio is the major physical characteristic that measures the similarity, suggestions of simulation 

parameters can be made according to previous studies on particle size and dimensionless ratio. 

Table 4-13 shows the suggested simulation parameters for the application scenario based on the 

SET analysis. Since this study does not have data that has the same dimensionless ratio but 

different facility sizes, the particle size is suggested to be the same as or smaller than 2cm, such 

that the 𝐿𝐿1 relative error norm for the predicted peak force is less than 20%.  

 

Table 4-8: Simulation parameters that are scaled from numerical benchmarks to a postulated 

scenario with the same dimensionless group. 

 Numerical  

Benchmarks 

Scenario  

Simulation 

Water height 0.1 ~ 0.13m 5m 

Distance to the static structure 0.51m 20m 

Dimensionless ratio 𝑥𝑥∗ 0.2 ~ 0.26 0.25 

Suggested particle size 0.02m 0.02m 

Predicted peak force error (𝐿𝐿1 relative norm) 5%~20% 3.6% 

Predicted time of peak force error (𝐿𝐿1 relative norm) 4%~18% 12.73% 

 

4.3.1.2. Moving Solids in Static Fluid 

In order to evaluate the accuracy of moving solids in flow, simulations with falling and 

floating block in the fluid are set based on the experiments by T.R. Wu, et al [143]. For the case 

of falling cube, the block, whose density is 2120 𝑘𝑘𝑘𝑘/𝑚𝑚3, is held initially at top of the tank and 

release after the fluid is stable. Figure 4-10 shows the dimensions of the water tank and cube for 

both the falling and floating experiments. Figure 4-12 shows the transient plot of block’s vertical 

displacements from NEUTRINO simulation. 
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Figure 4-10: Dimensions of the water tank and cube in the falling experiment (left) and the 

floating experiment (right). The density of water is 1000 𝑘𝑘𝑘𝑘/𝑚𝑚3. 

 

 
Figure 4-11: Transient plots of falling solids in fluid from NEUTRINO. 

 

Figure 4-12 shows the plot of the cube vertical displacement against the time from both 

NEUTRINO simulation and experiment. Note that both the displacement and time have been non-

dimensionalized, where t* and z* are defined in Eq.  56 and Eq.  57.  

 

 𝑧𝑧∗ = 𝑧𝑧/𝐻𝐻 Eq.  56 

 
𝑡𝑡∗ = 𝑡𝑡 �

2𝐻𝐻
𝑔𝑔

�  
Eq.  57 
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Three different particle sizes are tried with the simulation and a good agreement is found 

when the particles are 2.5mm. In this case, the falling time of the cube, defined as the non-

dimensional time spent for the heavy cube to reach the bottom of the tank from its initial position, 

is selected as the QoI.  

 

 
Figure 4-12: Comparison of vertical displacement of falling block simulated NEUTRINO with 

three particle sizes.  

 

Table 4-9 shows the 𝐿𝐿1  relative error norm by comparing the simulated cube falling non-

dimensional time against the measured data. Error is decreasing as the particle being refined. And 

the heavy cube will fall slower as the particles get larger. If the particle size is larger than 6mm, 

the heavy cube will float on top of the fluid. Because the mass of cube is constant, and the 

insufficient number of particles will cause high simulation error, especially in pressure calculation, 

large particle size will result in unphysically high buoyance force.  
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Table 4-9: Particle sizes in NEUTRINO simulations for falling cube, and the absolute 

relative error of each simulation in predicting the cube falling time. 

Particle Size 𝐿𝐿1 Relative Error Norm (%) 

6mm >100% 

5mm 52.73% 

2.5mm 5.52% 

 

Figure 4-13 shows the transient plots of floating blocks from simulation, where the wooden block 

(800.52 kg/m3) is held initially at bottom of the tank and released after the fluid is stabilized. Note 

in Figure 4-13, a gap is found beneath the cube, because the cube will stick to the bottom if there 

is no fluid beneath it. In this study, SPH typically needs 2-3 layers of fluid particles. The floating 

time, defined as the non-dimensional time spent for the light cube to reach highest position from 

its initial position, is selected as the QoI. Similar to the case of falling cube, the first QoI is aimed 

to characterize the capability of predicting buoyance force with SPH and Eq.  21.  

 

 
Figure 4-13: Transient plots of floating solids in fluid from NEUTRINO. 

 

Figure 4-14 shows the time transient of block’s non-dimensional vertical displacements from 

NEUTRINO with three different particle sizes. An insufficient agreement is found between the 

simulation and measurements. For comparison purposes, another simulation with the same 

configurations, including geometry, material, initial & boundary conditions, is performed with 

LAMMPS-SPH [145] software. An excellent agreement is found between the LAMMPS-SPH 

prediction and measurements. Furthermore, it is found that LAMMPS-SPH mainly deviates from 

NEUTRINO in dealing with pressure, where LAMMPS-SPH relies on equation of state and 

NEUTRINO uses Poisson iteration. Table 4-10 shows the 𝐿𝐿1 relative error norm by comparing the 

simulation result against the measured data for selected QoI. Error is decreasing as the particle 

being refined, and a very good agreement is found with very refined particles SPH simulation. As 
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a result, when the particle size is large, NEUTRINO software tends to overpredict the 

hydrodynamic forces acting on the moving objects. 

 
Figure 4-14: Comparison of vertical displacement of floating block simulated by NEUTRINO. 

 

Table 4-10: Particle sizes in NEUTRINO simulations for floating cube, and the 𝐿𝐿1 relative 

error norm of each simulation in predicting the cube floating time and oscillation period. 

Particle Size 
𝐿𝐿1 Relative Error Norm (%) 

Floating time Oscillation period 

6mm 54.64% 16.42% 

5mm 45.57% 14.30% 

2.5mm 39.67% 13.28% 

0.5mm (LAMMPS) 4.41% 6.71% 

 

Both simulations suggest that particle size is crucial to the accuracy of SPH in predicting 

the falling and floating time, which is affected by the force balance between gravity and the 

buoyance force. And the accurate prediction of buoyance force depends on the particle intensity 

around the cube. Therefore, for the moving object calculation, the cube density ratio (𝜌𝜌∗ defined 

in Eq.  58) and the ratio between cube volume and average particle volume (𝑉𝑉∗ defined in Eq.  59), 

are selected as the dominant physics. 𝑉𝑉�𝑑𝑑𝑑𝑑 is the average particle volume defined by Eq.  60 [133], 

and 𝑑𝑑 is the initial particle diameter. 
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 𝜌𝜌∗ = 𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/𝜌𝜌𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 Eq.  58 

 𝑉𝑉∗ = 𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/𝑉𝑉�𝑑𝑑𝑑𝑑 Eq.  59 

 𝑉𝑉�𝑑𝑑𝑑𝑑 = 𝑑𝑑3 Eq.  60 

 

Suggestion on particle size will be made with these parameters being kept constant. Table 4-11 

shows the suggestion on particle size selection for corresponding scenarios. For the case of falling 

cube, the simulation with 2.5mm particles is selected for scaling, while the simulation with 0.5mm 

particles is selected for the floating cube. However, since there is only one dataset for this 

phenomenon, the dimensionless group cannot be verified, and the dimensionless parameters for 

application scenarios are assumed to be the same as the numerical benchmarks.  
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Table 4-11: Simulation parameters that are scaled from numerical benchmarks to a postulated 

scenario with the same dimensionless group. 

 Numerical Benchmarks Application Scenario 

Falling object 

Cube volume 8000mm3 8m3 

Density 2120kg/m3 2120kg/ m3 

Density ratio 𝜌𝜌∗ 2.1 2.1 

Volume ratio 𝑉𝑉∗ 512 512 

Suggested particle size  2.5mm 0.25m 

Predicted error 𝐿𝐿1relative 

norm) 
5.52% ~5.52% 

Floating object 

Cube volume 56448mm3 451.584m3 

Density 800.52kg/m3 800.52kg/ m3 

Density ratio 𝜌𝜌∗ 0.8 0.8 

Volume ratio 𝑉𝑉 451584 451584 

Suggested particle size 0.5mm + Equation of State 0.1m 

Predicted error (𝐿𝐿1 relative 

norm) 
4.41% ~4.41% 

 

In above sections, simulations of dam break and moving solids have been executed and the 

results are compared against experimental measurement. For both cases, SPH has shown good 

performances in predicting the selected QoIs, including the force magnitude, water propagation 

speed to dry surface, falling and floating time, and the errors are properly bounded. By requiring 

the predicted QoIs in scenario simulations to have less than 20% absolute relative error, simple 

scaling has been performed for both cases. 

 



www.manaraa.com

 

88 
 

4.3.2. High-Wind Scenario 

This section assesses the accuracy of SPH in predicting the velocity field for the high-wind 

scenario. 𝐿𝐿1 relative error norm is employed to measure the error between predicted results and 

the experimental data. If the error is less than the criterion (30%), it can be claimed that “the 

performance of SPH is acceptable by RISMC applications for predicting velocity fields in the high-

wind scenario of the long-last wind damages the offsite facilities including exhaust stack and 

electric wire”. 

 

4.3.2.1. Flow over Obstacle 

In high wind simulation, flow over a static obstacle is a very important consideration. In 

order to simulate a high Reynolds number, k − ϵ model is applied in mesh-based simulation 

methods and the velocity field is compared to SPH. The particle size is selected to be 0.01m. 

Experimental data from Danish Maritime Institute are also demonstrated for validation [146]. In 

this case, STARCCM is used as the mesh-based simulation tool. Figure 4-15 shows the dimension 

of the channel.  

 
Figure 4-15: Setup and dimensions of channel flow with block. 

 

The velocity profile along a vertical straight line is extracted and plotted before and behind the 

block. The profiles at x=0.38m (behind block) are plotted in Figure 4-16. It is found that SPH 

accurately represents the average velocity with correct inflow BC. The vortices formed behind the 

block are captured without the turbulence model. However, velocity near the top wall (around 

y=0.3m) is not correctly captured, because the boundary layer is hard to capture for turbulent flow 
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with SPH methods. Besides, the CFL number (Eq.  61) needs to be small or a particle vacancy will 

form behind the block (Figure 4-17). The maximum CFL number is around 0.1 (∆𝑡𝑡 ≈ 10−3) 

without creating a vacancy. However, the vortex is only accurately represented when CFL is lower 

than 0.08 ((∆𝑡𝑡 ≈ 10−4) and further refinements will have little effect on the velocity profiles. 

Another technique is to apply Particle Shifting Algorithm, which could perfectly avoid the particle 

vacancy even with CFL number as high as 0.4. However, as shown in Figure 4-16, such technique 

over-predicts the vortex behind the block and maximum negative velocity is 100% more than 

experimental data with the particle size equal to 0.01m.  

 

 𝐶𝐶𝐶𝐶𝐶𝐶 =
𝑢𝑢∆𝑡𝑡
∆𝑥𝑥

 Eq.  61 

 

 
Figure 4-16: Comparison of velocity profile with and without particle shifting algorithm along 

vertical probe behind the block at x=0.38m. 

 

 
Figure 4-17: Velocity profile along vertical probe behind the block at x=0.38m. 
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In order to characterize the effect of particle shifting algorithm, time step and particle size, 

simulations with different CFL numbers, and particle size are run with and without the particle 

shifting algorithm. Figure 4-18 shows the plot of absolute relative error, which compares 

maximum negative velocity picked from SPH against experimental data, with computational times 

for 1.5s simulation. Note that when the particle size is changed from 0.01m to 0.025m, the particle 

shifting algorithm has shorter computational time (60s) with the same accuracy in predicting the 

maximum negative velocity (30% relative error). Besides, because particles need to move less at 

a time when the time step is shorter, the particle shifting algorithm should move particles weakly. 

Parameters of diffusion constant and maximum displacement length coefficient require careful 

tuning as the time step is modified [147]. Adaptive time step size needs to be carefully used when 

the particle shifting algorithm is applied.  

 

 
Figure 4-18: Plot of relative error for the minimum velocity for SPH with and without the 

particle shifting algorithm at x = 0.38m. 

 

Table 4-12 shows the list of simulation parameters that have the error of simulated QoIs fall into 

bounded region. The yellow shaded row represents the parameter combination with lowest 

computational time, which is suggested as the optimal simulation parameters for numerical 

benchmarks.  
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Table 4-12: Simulation parameters with 30% bounded 𝐿𝐿1 relative norm for the case of wind 

over block. Yellow shaded column represents the combination of parameters and models with 

the lowest computational cost.  

particle shifting 

algorithm? 

Particle 

Size 
CFL 

Simulation Time/Physical 

time 

Absolute Relative 

Error 

Yes 0.02 0.4 39.36 0.29 

Yes 0.01 0.1 3695.49 0.26 

No 0.01 0.07 4965.73 0.27 

No 0.02 0.07 4447.07 0.06 

 

For the third and fourth experiments, the relative error does not converge by refining the particle 

size and the simulation with 1cm particle tends to be more unstable than the one with 2cm. 

Moreover, the issue of mass-loss induced vacancy is significant. Without additional models, fixing 

this issue requires 10 times more computational costs, whose error remains fluctuating. Although, 

the particle shifting algorithm is able to fill the vacancy with much lower expenses, the algorithm 

violates the momentum conservation and the error fluctuation is significant. As a result, the 

applications of NEUTRINO for predicting the velocity of flow-over-obstacle phenomenon is not 

appropriate and the particle shifting algorithm is not capable of providing sufficient accuracy that 

can support RISMC results. If it is assumed that Reynolds number (Eq.  62) can fully characterize 

the flow feature and the QoI (velocity field) depends on this number only, suggestion on parameter 

and model selection can be made. 

 

 
𝑅𝑅𝑒𝑒𝑓𝑓 =

𝑣𝑣𝑎𝑎𝑎𝑎𝑎𝑎 ∙ ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
𝜐𝜐𝑎𝑎𝑎𝑎𝑎𝑎

 Eq.  62 

 

where 𝑣𝑣𝑎𝑎𝑎𝑎𝑎𝑎  is the average velocity across vertical direction of the channel, ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 is the height 

of obstacle, 𝜐𝜐𝑎𝑎𝑎𝑎𝑎𝑎 is the kinematic viscosity of air (1.48 × 10−5𝑚𝑚/𝑠𝑠2). However, due to the error 

fluctuation, the suggestion can only be made for scenarios with the same Reynolds number rather 

than the application scenario with 𝑅𝑅𝑒𝑒𝑓𝑓~107 . Table 4-13 shows the suggestion of simulation 

parameters from numerical benchmarks to a scenario with the same Reynolds number. However, 
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comparing to the high-wind scenario with 𝑅𝑅𝑅𝑅𝑓𝑓 ≈ 106, a technique is needed to extrapolate the 

predicted SPH error from reduced-validation to full-scale scenarios.  

 

Table 4-13: Simulation parameters that are scaled from numerical benchmarks to a postulated 

scenario with the same dimensionless group. 

 Numerical Benchmarks 
Scenario with the same 

characteristics 

Building height 4cm 40cm 

Kinematic Viscosity 1.48 × 10−5𝑚𝑚/𝑠𝑠2 1.48 × 10−3𝑚𝑚/𝑠𝑠2 

Wind speed 1.18m/s 11.8m/s 

Reynolds number (𝑅𝑅𝑅𝑅𝑓𝑓) 3189 3189 

Suggested particle size 2cm 2cm 

Suggested numerical 

model 

particle shifting 

algorithm 
particle shifting algorithm 

Suggested CFL number 0.4 0.4 

 

4.3.2.2. Cavity Flow 

In the high-wind scenario, it is important to investigate phenomenon including turbulence 

and vortex. In this study, a square box with 1𝑚𝑚 length and 1𝑚𝑚/𝑠𝑠 driven velocity is set. The 

viscosity is adjusted such that cavity flow with various Reynolds number (𝑅𝑅𝑒𝑒𝜏𝜏), defined in Eq.  63, 

can be investigated., where 𝑣𝑣𝑙𝑙𝑙𝑙𝑙𝑙 is the constant velocity of the driven lid and 𝜇𝜇𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 is the dynamic 

viscosity of fluid. To determine the error of SPH method, a mesh-based simulation is also 

performed with OpenFOAM [148].  

 

 𝑅𝑅𝑒𝑒𝜏𝜏 = 𝜌𝜌𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑣𝑣𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙/𝜇𝜇𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 Eq.  63 
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Figure 4-19: The particle distribution of SPH simulation for the lid-driven cavity flow. The red 

particles represent lid that is driven by a constant speed, black particles represent the stationary 

boundaries, while the blue particle represent the fluid. 

 

The simulation information for OpenFOAM solver setups is listed in Table 4-14. To ensure the 

accuracy of high-fidelity simulations, validation is performed for the OpenFOAM simulation. 

Figure 4-20 shows the comparison of OpenFOAM simulation results against experimental 

measurements with 𝑅𝑅𝑒𝑒𝜏𝜏 = 10000, where the experimental data are obtained from Bouffanais’s 

work [149]. It is found that the OpenFOAM agrees well with the experiment, and it can be treated 

as the source of high-fidelity data for lid-driven cavity flow under the conditions that Reynolds 

number 𝑅𝑅𝑒𝑒𝜏𝜏 is less or equal to 10000 and the same settings (Table 4-14) are used.  

 

Table 4-14: OpenFOAM solver information. 

Solver Name PISO 

∆𝑇𝑇 0.05𝑠𝑠 

𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 100𝑠𝑠 

Discretization Scheme Finite Volume 

Turbulence Model LES 

Mesh 120 × 120 

 

𝑢𝑢𝑥𝑥 = 1𝑚𝑚/𝑠𝑠 
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Figure 4-20: Comparison of velocity profiles from OpenFOAM and experimental 

measurements along the vertical centerline (left) and horizontal centerline (right) when 𝑅𝑅𝑒𝑒𝜏𝜏 =

10000. 

 

In this section, simulations with Reynolds number ranging from 100 to 10000 are 

performed to demonstrate the capability of SPH in capturing the vortex. Since the accuracy of 

OpenFOAM simulation has been validated for the highest Reynolds number, the same settings are 

used for generating high-fidelity data in other simulations (Table 4-14). Moreover, NEUTRINO is 

found to have severe mass loss and accuracy issues. As a result, the LAMMPS-SPH is used as the 

SPH simulation tool for this benchmark. The effects of SPH particle sizes on simulation errors are 

investigated by comparing the L2 relative error norm. Figure 4-21 shows the centerline velocity 

of lid-driven simulations with 𝑅𝑅𝑒𝑒𝜏𝜏 = 100 and 1000. Figure 4-22 plots the L2 relative error norm 

versus the Reynolds number 𝑅𝑅𝑒𝑒𝜏𝜏 for SPH simulations. It is found that relationship between SPH 

error and 𝑅𝑅𝑒𝑒𝜏𝜏 is highly nonlinear. For the same particle size, high Reynolds number will introduce 

more simulation errors until a critical 𝑅𝑅𝑒𝑒𝜏𝜏. After this value, the error tends to decrease due to the 

numerical dissipation. In this sense, numerical dissipations act as sub-scale filters that will 

dissipate in the same manner as LES low-pass filters. This approach, known as implicit LES [150], 

takes full advantage of grid resolution, and eliminates the computational cost of calculating a sub-

filter scale model term. However, it is usually difficult to determine the shape of the LES filter that 

is associated with numerical schemes, and the truncation error will affect the numerical dissipation. 

For SPH simulation, the effect of implicit LES offers possibility of fast and high-accuracy 

simulations in large scale scenarios. However, When the particle size is 0.02m, the SPH simulation 
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satisfies the accuracy requirement only when 𝑅𝑅𝑒𝑒𝜏𝜏 = 1000 . Though refining the particle to 

0.0025m can improve the accuracy for satisfying requirements, the computational expense 

becomes 100 times more. Moreover, when the Reynolds number reaches 10000, particle vacancy 

is found (Figure 4-23), which indicates the violation of weakly-compressible assumption and the 

problem of mass loss.  

 

  
 

Figure 4-21: Velocity profile of different particle size on the vertical centerline with 𝑅𝑅𝑒𝑒𝜏𝜏=100 

(left) and 𝑅𝑅𝑒𝑒𝜏𝜏 =1000 (right). 

 

 
Figure 4-22: Plot of 𝐿𝐿1 relative error norm for x-direction velocity field versus the Reynolds 

number. 
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Figure 4-23: Particle distribution of SPH simulation with Re=10000. 

 

Therefore, the accuracy of SPH in simulating the velocity field of lid-driven cavity satisfies the 

requirement only when particle size is less or equal to 1cm. Also, as Reynolds number is increased, 

issues of mass loss become severe. Figure 4-11shows the suggestion of simulation parameters from 

numerical benchmarks to a scenario with the same Reynolds number. However, comparing to the 

high-wind scenario with 107 Reynolds number, a technique is needed to extrapolate the predicted 

SPH error from reduced-validation to full-scale scenarios.  

 

Table 4-15: Simulation parameters that are scaled from numerical benchmarks to a postulated 

scenario with the same dimensionless group. 

 
Numerical 

Benchmarks 

Scenario with the same 

characteristics 

Square Size 1m 10m 

Kinematic Viscosity 10−4𝑚𝑚/𝑠𝑠2 10−3𝑚𝑚/𝑠𝑠2 

Cavity Speed 1m/s 1m/s 

Reynolds number (𝑅𝑅𝑅𝑅𝜏𝜏) 10000 10000 

Suggested particle size 1𝑐𝑐𝑐𝑐 1𝑐𝑐𝑐𝑐 
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4.3.3. Summary of Assessment Results 

For the external-flooding scenario, the FoMs are the response time and structural loads on 

SSCs. For the high-wind scenarios, the FoMs are the characteristics of the local wind fields 

experienced at the NPP site and the structural loads on SSCs by winds. Next, according to the 

PIRT process, all high-rank phenomena are identified, and numerical benchmarks are set 

correspondingly. Next, the accuracy of SPH methods in simulating each scenario is assessed by 

comparing the SPH predicted QoIs against the measured data. Table 4-16 shows the assessment 

results of all numerical benchmarks for both scenarios, and their performances are rated by the 

performance measurement standards. 

 

Table 4-16: Comparison of measured and SPH predicted QoIs for high-rank phenomena of 

external-flooding and high-wind scenarios. 

Numerical Benchmarks QoI Accuracy 

External-Flooding Scenario 

Dam break 
Force magnitude; 

Water propagation speed 
Excellent 

Falling cube Falling time Excellent 

Floating cube 
Floating time;  

Oscillation period 
Excellent 

High-Wind Scenario 

Wind flow over block Max. negative velocity behind the block Insufficient 

Lid-driven cavity flow Velocity field Reasonable 

 

4.4. Scaling Analysis 

To determine the relevancy and sufficiency of database for the intended applications, a 

scaling analysis is needed. A systematic scaling analysis is composed by “top-down” and “bottom-

up” analysis. As discussed previously, the scaling analysis is tightly coupled with the model 

assessment process. Starting from the PIRT, the identifications of physical characteristics require 

complicate procedures such that the interconnections among system components, phenomena, and 
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processes are well understood. In this study, the dimensionless groups are used to represent the 

physical characteristics that govern the system responses. Next, the relative importance of the 

dimensionless groups is investigated through various code assessment process until a relationship 

is developed between the selected phenomena and the dimensionless groups. A combination of 

various relationships is usually known as a “workable form”. Next, the workable form will be 

validated by comparing against data until a final form is determined. Until this point, it can be 

claimed that all data involved in this process have been “compressed” into an equation-based 

workable form. As a result, the scaling process is to find the “encodings” for the database, and all 

the model assessment process is to test the applicability of this form. At the same time, scaling 

also aims to verify that the database is sufficient. In this study, the dimensionless number of 

experiments are compared to the applications, and the sufficiency can be verified if the test data 

envelop the application behavior. In another word, the dimensionless number of a sufficient 

validation database should cover those number in application scenarios. Otherwise, the selected 

phenomena can be only peculiar to the experiments and is not expected in the applications. Such 

issue is usually known as the scaling distortion. As a result, a relevance analysis is needed for the 

database to ensure that all selected phenomena are also typical under prototypic conditions. 

Finally, the model predictions are made for the applications, and an uncertainty analysis is 

performed with respect to each evaluated phenomenon. Table 4-4 shows general descriptions for 

the attributes and criteria of scaling analysis.  

 

Table 4-17 shows the summary of numerical benchmarks and their physical characteristics 

for both external-flooding and high-wind scenarios. Compared to the list of benchmarks in Table 

4-6, some cases are not discussed due to a lack of validation data. It is known that the phenomena 

of turbulence and vortex shedding are governed by the Reynolds number that are differently 

defined. For the rest phenomena, the dimensionless groups are characterized based on author’s 

best knowledge, and verification is still needed. For phenomena of hydrodynamic force on 

stationary structures, the QoI (peak force) is found to be linearly related to the initial height of 

water column according to Figure 4-8. In this study, the initial column height is non-

dimensionalized by Eq.  55 Since the values of dimensionless group in the postulated full-scale 

scenario are covered by the range of experimental database, simulation errors are expected to be 

less than 10% with particle size equals to 0.02m. A similar analogy also applies to the phenomenon 
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of wave propagation, where the time of peak force is the QoI. Differently, the simulation errors 

are expected to be less than 20% with particle size quals to 0.02m. However, more data from 

facilities with different configurations are still needed to verify the scalability of dimensionless 

group. For the phenomenon of hydrodynamic force on moving structures, the density ratio 𝜌𝜌∗ (Eq.  

58) and volume ratio 𝑉𝑉∗ (Eq.  59) are used, and they are assumed to be same in application and 

experiment scenarios. However, such a theory is not verified, and more data from different 

facilities and configurations are needed. Furthermore, this study assumes that the values of 

dimensionless group in the postulated full-scale scenario are the same as those from experimental 

database.  
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Table 4-17: Summary of numerical benchmarks designed for each phenomenon in 

external-flooding and high-wind scenario. For phenomena “wave propagation” and 

“hydrodynamics force on stationary structures”, the range of dimensionless number in validation 

database covers the application value. For phenomena “hydrodynamic force on moving 

structures”, the dimensionless number in application is assumed to be the same as that in 

validation database. For phenomena “turbulence” and “vortex shedding”, the validation database 

does not cover the characteristics of application.  

External-Flooding Scenario 

ID 
Phenomenon  

Description 

Numerical  

Benchmarks 

Dimensionless Group 

Symbolic 

Representation 

Validation 

Database 
Application 

A Response Time 

 Wave propagation Dam Break 𝑥𝑥∗ (Eq.  55) 0.2~0.26 0.25 

B Structural Loads 

 

Hydrodynamic force 

on stationary 

structures 

Dam break; 𝑥𝑥∗ (Eq.  55) 0.2~0.26 0.25 

 
Hydrodynamic force 

on moving structures 

Falling 

Objects 
𝜌𝜌∗ (Eq.  58) 

𝑉𝑉∗ (Eq.  59) 

𝜌𝜌∗ = 0.8 

𝑉𝑉∗ = 512 

𝜌𝜌∗ = 0.8 

𝑉𝑉∗ = 512 

Floating 

Objects 

𝜌𝜌∗ = 2.1 

𝑉𝑉∗ = 4.5E5 

𝜌𝜌∗ = 2.1 

𝑉𝑉∗

= 4.5E5 

High-Wind Scenario 

A Velocity field 

 Turbulence 
Lid-driven 

cavity flow 
𝑅𝑅𝑒𝑒𝜏𝜏 (Eq.  63) 1000~10000 107 

 Vortex Shedding 
Wind flow 

over block; 
𝑅𝑅𝑒𝑒𝑓𝑓 (Eq.  62) 3189 107 

 

Based on the criteria in Table 4-4 and the dimensionless group identified in Table 4-17, outputs of 

scaling analysis can be determined. Table 4-18 shows qualitative judgements for the sufficiency, 
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relevancy, and distortion obtained from the scaling analysis. Due to the limitation of database, 

most of the distortion analysis is not applicable (N/A). For the turbulence and vortex shedding, 

previous studies identify large error fluctuations and strong correlations to model parameters. 

Therefore, the error is not likely to be bounded for the applications.  

 

4.5. Adequacy Decision 

This chapter aims to assess the adequacy of SPH methods for simulating the designated 

external-flooding and high-wind scenarios. The decision is made by combining results from 

reviews, theories, assessments, PIRT, and scaling analysis in this study. Both Figure 1-16 and 

Figure 4-1 have illustrated the scheme for integrating various components towards a final adequacy 

decision. Since the database is mainly collected from literature, this study focuses on the accuracy 

assessment of separate phenomena, while the integral performance has not been properly measured. 

Although a scaling analysis has been performed, the dimensionless groups and their relationships 

to QoIs are not verified. Table 4-18 summarizes the results from various components. Meanwhile, 

suggestions for particle-size selections are included according to the results of accuracy 

assessments and scaling analysis. 
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Table 4-18: Validation result for SPH methods in simulating the external-flooding and high-

wind scenario. For each phenomenon, the particle sizes are sample, and the one with acceptable 

accuracy and least computational expenses are suggested. 

External-Flooding Scenario 

ID Phenomenon  
Description Performance Accuracy 

(L1 error) 

Scaling Analysis Suggested 
Particle 
Size Relevancy Sufficiency Distortion 

A Response Time 

 Wave 
propagation Reasonable  Reasonable 

(12.7%) Yes Yes Bounded 0.02m 

B Structural Loads 

 

Hydrodynamic 
force on 
stationary 
structures 

Excellent  Excellent 
(3.6%) Yes Yes Bounded 0.02m 

 

Hydrodynamic 
force on 
moving 
structures 

Falling – 
Insufficient  

Excellent 
(5.52%) 

Yes No N/A 

Falling – 
0.25m 

Floating – 
Insufficient 

Excellent 
(4.41%) 

Floating – 
0.1m 

High-Wind Scenario 
A Velocity field 

 Turbulence Insufficient Reasonable 
(22.3%) Yes No Unbounded 0.01m 

 Vortex 
Shedding Insufficient Insufficient Yes No Unbounded N/A 

 

For the scenario of “floods damage the building structures, enter the room, and cause diesel 

generator malfunctioning”, SPH methods can predict the hydrodynamic force on both stationary 

and moving structures with acceptable accuracy. For the phenomena with stationary structures, it 

is suggested that the particle size of NEUTRINO simulation should be 0.02m. At the same time, 

according to the scaling analysis by dimensionless group 𝑥𝑥∗ , the database is sufficient for 

predicting a similar phenomenon in full-scale scenarios. Such argument also applies to the 

phenomenon of wave propagation, and the suggested particle size is 0.02m for a reasonable 

performance. For the phenomena with moving structures, the suggested particle size for a 

postulated scenario is 0.25m for falling cubes and 0.1m for floating cube. Since there is only one 

dataset for this phenomenon, distortion analysis is not applicable (N/A), the database is not 

sufficient. A performance measurement cannot be made regarding the SPH’s integral performance 
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for the designated flooding scenarios, and the adequacy decision should be “inadequate” with 

respect to the available database.  

 

For the scenario of “the long-last wind damages the offsite facilities including exhaust stack 

and electric wire”, the performance of SPH methods in simulating turbulence and vortex shedding 

phenomena is insufficient. Moreover, the database is not sufficient, and the distortion is large. The 

issue of particle vacancy problems is severe when the Reynolds number grows. Though the model 

of particle shifting algorithm can fill the vacancy and greatly reduce the costs, the error fluctuation 

remains problematic and the simulation becomes less stable. The applicability of database for 

vortex shedding phenomenon is Not Applicable (N/A) since only one set of data is available. 

Considering the computational expenses of SPH for DNS-scale simulations. It is suggested that 

additional models, including turbulence model, wall function, and adaptive particle size, etc., 

should be developed. At the same time, more data from the large-scale flooding scenarios, wind 

tunnel, debris transport, and so on, should be gathered. Moreover, a performance measurement 

cannot be made regarding the SPH’s integral performance for the designated flooding scenarios, 

and the adequacy decision should be “inadequate” with respect to the SPH methods and database. 

 

In general, with the collected database, the adequacy of SPH methods in simulating 

external-flooding and high-wind scenarios cannot be decided. For the external-flooding scenarios, 

the general performance of SPH methods in predicting separate phenomena is reasonable. 

However, the performance for high-wind scenarios is insufficient.  

 

4.6. Issues and Challenges 

First, one challenge of SPH validation is to define validation goals and requirements for all 

involved phenomena, processes, and components from the perspective of risk analysis. In this 

chapter, for clarification, the validation goals of each numerical benchmark are defined by 

accuracy and calculated by validation or error metrics. Furthermore, they are assumed to be the 

same for all involved phenomena. However, for RISMC applications, the requirement on model 

accuracy is subject to change given uncertain scenarios. For scenarios where facilities have 

enormous safety margins, the tolerance for simulation uncertainties can be much larger than 
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scenarios that have the fragile equipment. In addition, for scenarios that have risks with severe 

consequences, the requirement on model credibility will be more stringent than scenarios that have 

slight effects. Second, for complex scenarios with multiple phenomena, processes, and 

components, the requirements on model accuracy in simulating each separate effect should be 

inferred rigorously according to the requirements for integral behaviors. In CSAU and EMDAP 

framework, none of such connection has been explicitly discussed. Besides, the subjective 

components of model credibility in nuclear safety-related applications cannot be ignored when 

external hazards are analyzed, and the uncertainties are significant (>Level 2). To be specific, the 

subjective component is mainly introduced by two aspects: scaling analysis and physical pattern 

recognition. The first aspect mainly depends on the similarity (sufficiency, relevancy, and 

distortion) of the validation database to prototypic conditions. The second aspect depends on the 

understanding of all involving physics and their interactions. Both aspects require subjective 

assessments and their criteria for success depend on the subjective confidence level. With the same 

validation goal, scenarios with complex physics require higher confidence in the scaling analysis 

and physical pattern recognition than those with simple phenomena, such that the model can be 

used for full-scale applications. However, neither CSAU or EMDAP has formalized or explicitly 

discussed such situations.  

 

Second, there is no framework or procedure in the previous validation that formalizes the 

decision-making process for validation adequacy. Although Figure 4-1 shows a schematic 

structure with all inputs, detailed information, like relative importance, dependency, acceptance 

criterion, etc., are not explicitly discussed. At the same time, due to a lack of data from integral 

facilities under prototypic conditions, adequacy of simulation models has to be decided according 

to their performances in predicting data from separate phenomena and reduce-scale facilities. 

Considering the complexity of scenarios and the multitude of evidence, human assessments can 

be heuristic and obscure. As a result, to remain convincing, the adequacy decision-making process 

needs to be formalized and represented transparently. At the same time, the formalization needs to 

be consistent and robust, such that the decision-making process can be defendable and satisfactory 

across a wide range of plausible situations. Besides, for scenarios that evidence has not been 

exhaustively collected, the formalized decision-making process should be theoretically improvable 

when new knowledge and data become available.  
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Third, SPH methods are found to be insufficient in predicting various high-rank 

phenomena. Although an “excellent” performance is desirable for every phenomenon, it can hardly 

be achieved for SPH methods based on the previous assessments. When an insufficient 

performance is found for high-rank phenomena, SPH methods can still be considered adequate 

despite the deficiency if (1) the phenomenon can subsequently be demonstrated to not have the 

dominant influence on the course of the application or (2) an appropriate method can be 

demonstrated for quantifying the calculational uncertainty resulting from the deficiency, and the 

uncertainty is acceptable. The database in this study is not sufficient for verifying the PIRT, efforts 

are devoted to the uncertainty quantification of SPH methods. Regular UQ methods require 

separations of total uncertainty with respect to sources and properties and assumes that each source 

is scale-invariant. However, all sources of uncertainties, including discretization errors, simulation 

errors, model form errors, and input errors, are tightly coupled, and characterizing each of them 

by independent error distributions is difficult. Besides, it is found from section 4.3.2.2 that the 

simulation error of SPH methods depends on the characteristics of scales. Moreover, the 

uncertainties of situations, where the regular UQ methods apply, are much smaller than those of 

external-hazards scenarios. Therefore, new UQ methodologies are needed for estimating total 

simulation uncertainties under large uncertainties. At the same time, the new methodologies are 

expected to propagate (interpolate and extrapolate) the uncertainties from reduce-scales to full-

scale conditions. 

 
4.7. Summary Remarks 

This chapter describes the validation of SPH methods for the external-flooding and high-

wind scenario according to the CSAU/EMDAP framework. It is found that for the designated 

external-flooding scenario, SPH methods can predict the hydrodynamic force acting on both 

stationary and moving structures with excellent accuracy, where the 𝐿𝐿1 relative error norm is less 

than 10%. At the same time, for the phenomenon of wave propagation, SPH simulation accuracy 

turns to be reasonable (𝐿𝐿1<20%). For each phenomenon, suggestions on particle-size selections 

are also made according to the results of convergence study. Next, a scaling analysis is performed 

for identifying the sufficiency, relevancy, and distortion of validation database from the 

perspective of the full-scale applications. In addition, dimensionless groups are suggested for 
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evaluating the full-scale behaviors based on the existing database. However, due to insufficient 

database, the dimensionless groups and their relationships to the system quantities of response 

have not been verified, and the performance of integral code predictions cannot be assessed. As a 

result, for the designated external-flooding scenario, the adequacy decision for SPH methods 

should be “inadequate” with respect to the available database. 

 

Meanwhile, it is found that for high-wind scenarios, the performance of SPH methods in 

simulating turbulence and vortex shedding phenomena is insufficient. Moreover, the database does 

not sufficiently cover the behaviors of full-scale applications, and the scaling distortion is expected 

to be large. As a result, for the designated high-wind scenario the adequacy decision for SPH 

methods should also be “inadequate” with respect to the SPH methods and available database.  

 

Since this study does not aim to improve the SPH methods with new models or design 

experimental facilities for gathering more data, three issues of established validation framework 

are identified, including the formulation and assessment of validation goal, obscure decision-

making process for the code adequacy, and insufficient code performance. By assuming that the 

scaling methodology is consistent and improvable (Assumption A5), next chapter will discuss 

potential resolutions against identified issues and to improve the established framework by 

incorporating new methodologies into the EMDAP validation process. 
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5. VALIDATION FRAMEWORK FOR RISMC METHODOLOGY 
 
 

It is found through the previous discussion that the uncertainties during the SPH validation 

are usually large, and it is hard to represent those uncertainties precisely by parametric distributions. 

As a result, this study identifies three major issues for the EMDAP-based SPH validation and 

proposes resolutions against each issue. Three resolutions have been proposed for each identified 

issue, meanwhile, case studies are prepared for demonstrating their procedures and applicability. 

At the same time, discussions regarding limitations and issues are made from both fundamental 

and technical perspectives. Finally, the resolutions will be incorporated into the EMDAP 

framework. Meanwhile, potential impacts for the SPH validation are discussed with the improved 

EMDAP framework.  

 

5.1. Sufficient Accuracy 

Considering the subjective nature of validation, the purpose of accuracy assessment is 

replaced by credibility assessment. To ensure the consistency of credibility requirements in 

validation process, a new concept of sufficient accuracy is proposed to align the safety analysis 

with the model credibility requirement. At the same time, such concept also guides the propagation 

of credibility requirement from prototypic systems to various separate-effect systems in a 

consistent manner. Next, a case study is performed to demonstrate the application of sufficient 

accuracy. Finally, findings and limitations are discussed according to the case studies.  

 

5.1.1. Technical Development 

To validate selected RISMC simulation tools, a validation framework is needed for the 

uncertainty quantification and scaling. In the EMDAP framework, the M&S is “frozen” for the 

specific scenario after the validation. However, model forms and parameters of RISMC tools are 

subject to change since computational efficiency is another important consideration in addition to 

accuracy. For example, on one hand, for scenarios where facilities have enormous safety margins, 

the tolerance for simulation uncertainties can be much larger than scenarios that have the fragile 

equipment. Under such conditions, coarse-grid simulations or low-fidelity models, which consume 
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few computational resources, can be used with adequate confidence; On the other hand, for 

scenarios with higher risks (due to severe consequences and high likelihood of occurrence), the 

requirements on model credibility will be more stringent than scenarios that have slight effects. 

And only fine-grid simulations and high-fidelity models can be confidently employed. In 

consequence, since the validation goal needs to be determined by the application of interest 

(Assumption A2), this study proposes the concept of sufficient accuracy for aligning the model 

credibility requirements with safety requirements. Moreover, since RISMC analysis aims to 

evaluate the reactor’s safety margin during external hazards, the validation goal can only be 

qualitatively defined (Assumption A3). At the same time, the uncertainty involved is so large that 

the subjective nature of validation is inevitable. As a result, the primitive variable is “meaning” 

rather than “numbers”. And previous approaches, where the M&S performance standards are 

characterized by one single error number, become less meaningful. Indeed, reducing the 

“quantitative error” implies better accuracy, but the work becomes more complicated and less 

scrutable. Even though the simulation error appears to be acceptable or far less than the criterion 

for each separate phenomenon, the credibility of that M&S for the prototypic system could remain 

suspicious. As a result, this study proposes the concept of sufficient accuracy that qualitatively 

represents the model credibility requirements by objective accuracy and subjective belief.  

 

To be specific, the “accuracy” of a simulation result is represented by the maturity level, 

and the maturity level is defined as the quantitative assessment of predictive accuracy for all 

important QoIs at the prototypic condition; while the “sufficient” is defined as the subjective belief 

on the M&S maturity, and it corresponds to the subjective nature of validation under large 

uncertainties. To assess if the model’s credibility satisfies the requirement, a reward or utility value 

is assigned to each maturity level, and an expected reward/utility is calculated for the assessed 

model according to Eq.  64.  

 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸_𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) = �𝑃𝑃�𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑦𝑦𝑗𝑗|𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸� ∙ 𝑈𝑈�𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑦𝑦𝑗𝑗�
𝑁𝑁

𝑗𝑗=1

 Eq.  64 

 

where 𝑁𝑁  represents the number of levels of maturity; 𝑃𝑃�𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑦𝑦𝑗𝑗|𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸� represents the 

belief on the statement that the model is at maturity level based on evidence; 𝑈𝑈�𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑦𝑦𝑗𝑗� 



www.manaraa.com

 

109 
 

represents the utility/reward value assigned to each maturity level 𝑗𝑗 . At the same time, a 

utility/reward criterion is calculated according to the required sufficient accuracy. Next, the 

expected utility is compared against the required utility/reward. If the expected utility is higher 

than the required value, the model credibility is claimed to satisfy the sufficient-accuracy 

requirement. Otherwise, it is claimed that the model is not optimal with respect to the sufficient-

accuracy requirement. With the involvement of human artifacts, it becomes crucial to document 

all materials in a transparent manner. Table 5-1 shows an example of maturity level for the 

prototypic systems and the sub-scale systems when the uncertainties are large. In this study, the 

maturity for model credibility is defined by the quantitative assessment of predictive accuracy for 

all important QoIs in the prototypic system.  
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Table 5-1: Example of maturity level and their descriptions for situations with large 

uncertainties due to a lack of prototypic data. The attribute is designated according to the scaling 

analysis. 

Maturity 
Level 

Descriptions 
Prototypic Systems Sub-Scale System 

High 

The model’s predictive 
accuracy for all important 
QoIs in the prototypic 
system is high 

Relevance 
Facilities that generates QoI data are 
highly relevant to the applications at 
conditions/geometries; 

Scaling 
The QoI data come from systems with 
highly similar phenomena to the 
prototypic systems; 

Uncertainty The uncertainty of QoI data has been 
well characterized; 

Validation 
Result 

Model predictions for QoIs highly 
aligns with the data; 

Low 

The model’s predictive 
accuracy for all important 
QoIs in the prototypic 
system is low 

Relevance 
Facilities that generates QoI data are 
hardly relevant to the applications at 
conditions/geometries; 

Scaling 
The QoI data come from systems with 
different phenomena to the prototypic 
systems 

Uncertainty The uncertainty of QoI data has not 
been characterized; 

Validation 
Result 

Model predictions for QoIs poorly 
aligns with the data. 

 

Guided by the concept of sufficient accuracy, two technical terms are applied for practical 

applications: acceptance domain and bounded error. The acceptance domain represents a range of 

model credibility that can be considered acceptable. For example, if the rewards/utility is used for 

credibility assessment, any model with credibility higher than the requirement is considered 

acceptable. Besides, since the sufficient accuracy represents the credibility requirement of the 

models in simulating prototypic systems [48], it is necessary to have another term that represents 

the validation goals for sub-scale and separate-phenomenon models. Moreover, since the 

interactions of prototypic-system models and its sub-scale models are mostly nonlinear, the 

validation goal of sub-scale and prototypic-system models can be largely different. Similar to the 

term of acceptance domain, the validation goal of sub-scale models should be a range that “bounds” 

their errors. In this study, the inverse uncertainty quantification technique (inverse UQ) is used for 

inferring the validation goal of sub-scale and sub-phenomenon models. Detailed descriptions for 



www.manaraa.com

 

111 
 

these terms are included in the glossary table at the end of this report. However, such inverse UQ 

requires data from prototypic systems. Considering practical challenges in obtaining prototypic 

data, the maturity level is usually divided into four attributes, and each of them is assessed 

separately at the sub-scale systems. Next, these separate assessments need to be integrated for 

informing the decision-maker to judge the model adequacy. In this study, the first three attributes 

(Relevance, Scaling, Uncertainty) are classified as Data Applicability. Detailed descriptions for 

each attribute can be found in N. Dinh’s work [151] [152], while some case studies can be found 

in P. Athe’s [153] work. Such technique requires many subjective assessments, and a properly 

formalized process is needed to ensure its quality.  

 

Comparing to the accuracy concept in previous validations, the sufficient accuracy has 

three major differences. First, it introduces the subjective beliefs in addition to the accuracy 

standards and aims to establish that the belief is high enough to regard the M&S as a tool of certain 

maturity rather than estimating the precise accuracy. Though such concept appears to be trivial 

when conservative treatment is available, it avoids the excess conservatism while maintains 

convincing. This conservatism suggests that sufficient accuracy has to be transparent and 

convincing. At the same time, the analysis (of both logical and evidential) towards the sufficient 

accuracy should be complete. Second, it clearly separates the aspects of well-posed 

error/discrepancy calculation and the aspects of human confidence that are subject to large 

variations. The former aspect can be classified as a “causal relation” that is deterministic and 

obtained by direct comparisons. The latter one is “intangible” that is probabilistic depending on 

the scenario and human artifacts. As a result, this requires a properly document for human artifacts. 

Also, a robust and consistent process is needed for making confident decision regarding the M&S 

accuracy. Third, the concept of sufficient accuracy focuses on the area where large uncertainties 

exist. Instead of quantitatively defining the model credibility, the sufficient accuracy aims to bound 

the uncertainty by a qualitative statement. Therefore, as uncertainties being reduced, the process 

guided by sufficient accuracy should be improved. In conclusion, this study proposes a risk-

informed validation framework that is transparent, consistent, and complete (at least improvable). 

To ensure the logical completeness and consistency, the framework is suggested to be built upon 

the existing studies, which is EMDAP in this work. 
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From a methodological point of view, the concept of sufficient accuracy shares many 

commons with the Risk-Informed or Risk-Oriented concept. Therefore, sufficient accuracy 

essentially represents a concept of risk-informed validation. Though the Risk-Informed/Risk-

Oriented concept does not explicitly discuss the belief, it does stress the importance of agreement 

and confidence within the expert group: “ultimate safeguard is in wide and coherent expert 

participation and synergism…the basic premise is that once the whole community of experts in a 

given problem area is convinced, the problem may be considered solved”. [154] 

 

Table 5-2: Comparison of Sufficient Accuracy concept against Risk-Informed/Risk-Oriented 

concept. 

 Sufficient Accuracy Risk-Informed/Risk-Oriented 

Large Uncertainty Yes Yes 

Qualitative Assessment Yes Yes 

Qualitative Levels Maturity Level Process Likelihood 

Belief Yes Implicitly Yes 

 

5.1.2. Case Study 

To demonstrate the concept of sufficient accuracy, case studies are designed to demonstrate 

how sufficient accuracy is able to connect validation goal with safety analysis. Presently, a 

synthetic scenario is designed first, then two case studies are prepared: the first study aims to 

demonstrate the relationship between the subjective belief and the safety analysis; the second study 

aims to demonstrate the propagations of sufficient accuracy from prototypic systems to separate-

effect models.  

 

5.1.2.1. Scenario Description 

It is assumed that there is a Pressurized-Water-Reactor-like system near a body of water, 

and there is a dam structure for preventing flooding. During an external-flooding hazard, an 

accident scenario of external-hazard-induced Station Blackout (SBO) is investigated. Figure 5-1 

shows a schematic plot of the postulated scenario. At the same time, the response time is selected 
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as the QoI for the corresponding risk analysis. The response time is defined as the time it takes for 

one event consequence to occur starting from an initiating state. The progression of the accident 

is defined as six consequent events, and each of them has an initiating state and a consequence. In 

this study, the sub-events (2) and (4) are investigated, and physical models are used for calculating 

the corresponding response time. For simplification, sub-event (2) is named as landscape overflow, 

while sub-event (4) is named as vent overflow.  

 

(3) If there is a heavy rainfall after a storm surge, water overflows the barrier and floods the 

NPP site.  

(4) If the water level in NPP site reaches a critical value, the AC power fails immediately.  

(5) If the water level is higher than the window of DG room air vents, water starts to overflow 

the room when.  

(6) If the water level in DG room reaches a critical value, the DG power fails immediately.  

(7) If both AC and DG power fail, the accident of SBO occurs 

 

 
Figure 5-1: Demonstration of landscape (left) and vent (right) overflow scenario. 

 

Given the assumption that the flood will distribute uniformly across the site, two Bernoulli-

based model is applied for calculating the volumetric flow rate: for landscape overflow, a basic 

head-discharge coefficient equation (Eq.  65) is applied; for vent overflow, a simplified discharge 

model is used (Eq.  66). Furthermore, it is assumed that the discharge coefficient in both equations 

is the only error source for predicting the flow rate.  

 

 𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝑐𝑐𝑑𝑑𝑐𝑐𝑣𝑣
2
3
�2

3
𝑔𝑔𝑏𝑏𝑐𝑐 ℎ11.5 Eq.  65 

 𝑄𝑄𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 = 𝑐𝑐𝑑𝑑𝑊𝑊�2𝑔𝑔(∆𝐻𝐻 −𝑊𝑊 2⁄ ) Eq.  66 
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where 𝑐𝑐𝑑𝑑 is the discharge coefficient, 𝑐𝑐𝑣𝑣 is the approach velocity coefficient, 𝑏𝑏𝑐𝑐 is the width of the 

rectangular control session, ℎ1 is the upstream water depth, 𝑔𝑔 is the gravity, ∆𝐻𝐻 is the water level 

above the DG room vent, 𝑊𝑊 is the width of the DG room vent. To represent the transient process 

for the overflow, a simple function is made as Eq.  67, where the water depth will increase quickly 

to the maximum 𝐻𝐻0 and gradually decrease until the time limit of 60min. Figure 5-2 shows the 

transient plot for the water depth ℎ1 given that the maximum depth 𝐻𝐻0 is 2m. To account for the 

effects of uncertain scenarios, 𝐻𝐻0 is assumed to be uniformly distributed in the range of 2.4m to 

3.5m. According to Eq.  65, the landscape overflow rate to the reactor site (𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙)  can be 

determined.  

 

 ℎ1(𝑡𝑡) = � 𝐻𝐻0 sin �
𝜋𝜋
2
𝑡𝑡� , 𝑡𝑡 < 1𝑚𝑚𝑚𝑚𝑚𝑚

𝐻𝐻0 − 0.002(𝑡𝑡 − 1), 60𝑚𝑚𝑚𝑚𝑚𝑚 > 𝑡𝑡 ≥ 1𝑚𝑚𝑚𝑚𝑚𝑚
 Eq.  67 

 

 
Figure 5-2: Transient plot of water depth for the synthetic overflow scenario with the 

maximum depth 𝐻𝐻0 = 2𝑚𝑚. 

 

Next, the transient water level in reactor site and ∆𝐻𝐻 can be calculated by substituting Eq.  65 into 

Eq.  68, and the vent overflow rate into the DG room (𝑄𝑄𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣) can be determined according to Eq.  

66. Finally, the transient water level in the DG room can be calculated Eq.  68. Assuming that the 
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critical water level is 2𝑚𝑚 for both the vent and landscape overflow, the response time of each event 

can be found as the time when water level first reaches the critical level. 

 

 ℎ(𝑡𝑡) = �
𝑄𝑄
𝑆𝑆

𝑡𝑡

0
𝑑𝑑𝑑𝑑 Eq.  68 

 

5.1.2.2. Vent Overflow Sufficient Accuracy 

In this case study, the critical belief on the model’s maturity level for the discharge-

coefficient model is estimated according to the safety analysis of the vent overflow. Before the 

demonstration, it is assumed validation data come from prototypic systems such that the predictive 

accuracy is quantitatively assessed by the prediction error. However, under the situation that the 

uncertainties of the validation process are large, such that the decision-maker cannot precisely 

represent the uncertainty with well-defined parametric distributions. As a result, qualitative 

analysis and the concept of sufficient accuracy is applied to guide the designation of validation 

goal. First, the model’s accuracy is defined according to the error 𝜀𝜀𝐶𝐶𝐶𝐶 of model prediction (Eq.  

65).  

 

 𝐶𝐶𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑡𝑡 = 𝐶𝐶𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝜀𝜀𝐶𝐶𝑑𝑑 Eq.  69 
 

Next, according to the range of error 𝜀𝜀𝐶𝐶𝐶𝐶, two maturity levels are designated for representing the 

credibility of model, and their definitions are shown in Table 5-3. To characterize the effect of 

subjective belief on the model’s maturity level, this case study aims to determine the critical belief 

on maturity level, where the prototypic system can remain safe. 

 

Table 5-3: Definition of sufficient accuracy and their probability density distribution for 

model prediction error. 

Sufficient Accuracy Probability Density 

High 𝜌𝜌ℎ𝑖𝑖𝑖𝑖ℎ�𝜀𝜀𝐶𝐶𝑑𝑑� = 𝑈𝑈(0,0.1) 

Low 𝜌𝜌𝑙𝑙𝑙𝑙𝑙𝑙�𝜀𝜀𝐶𝐶𝑑𝑑� = 𝑈𝑈(0,1) 
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In addition to the maturity level, subjective belief is also included for the designation of validation 

goal. In this study, for situations with partial belief on the model’s maturity, the error probability 

distribution is calculated by Eq.  70, where 𝑧𝑧 ∈ [0,1]  represents the subjective belief on the 

model’s high maturity level. Figure 5-3 demonstrates the error distributions for high and low 

maturity level with 100% belief, and the one when belief on the model’s high maturity is 50% (Eq.  

70).  

 

 𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚(𝜀𝜀𝐶𝐶𝐶𝐶) = 𝑧𝑧𝜌𝜌ℎ𝑖𝑖𝑖𝑖ℎ(𝜀𝜀𝐶𝐶𝑑𝑑) + (1 − 𝑧𝑧)𝜌𝜌(𝜀𝜀𝐶𝐶𝐶𝐶) Eq.  70 
 

 
Figure 5-3: Demonstration of error distribution for high maturity, low maturity, and 50% 

belief on high maturity. 

 

To demonstrate the relationship between validation goal, especially the subjective belief, 

and the safety analysis, a group of discharge coefficient 𝐶𝐶𝑑𝑑 is first determined by sampling the 

subjective belief 𝑧𝑧 on the model’s high maturity level. Next, safety analysis is performed for each 

discharge coefficient, and a group of response time can be calculated. Since it is further assumed 

that the response time for the vent flow event should be higher than 30min, the critical subjective 

belief can be determined when the minimum response time equals to 30min. In this study, the 

critical subjective belief is defined as the situations where “model predictions will always satisfy 

the safety goal as long as the subjective belief on model’s high maturity is equal or higher than the 

critical values”. Figure 5-4 shows a plot of predicted response time against the belief on the 
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model’s high maturity level, and the dashed line represents the safety requirement (30min). The 

intersection of two lines is the critical belief, and the safety goal can always be satisfied given the 

belief is higher than the critical value. It is found that when ∆𝐻𝐻 = 2.87𝑚𝑚, the safety goal can 

always be satisfied when the belief on the model’s high maturity level is equal or higher than 0.6.  

 

 
Figure 5-4: Plot of predicted response time against the belief on the model’s high maturity 

level when ∆𝐻𝐻 = 2.87𝑚𝑚. The dashed line represents the safety requirement where the response 

time should be higher than 30min. The point that two lines intercept is defined as critical belief, 

where the safety goal can always be satisfied given the belief is higher than the critical value. 

 

With the same strategy, the critical belief on the high-maturity model can be estimated with respect 

to each initial flood depth ∆𝐻𝐻. Figure 5-5 plots the critical belief with respect to the initial flood 

depth, and the acceptance domain, located left of the function line, can be visualized. In addition, 

there are two regions in red boxes, where the subjective beliefs on model maturity levels do not 

affect the satisfaction of safety goal. Generally, these regions represent the situations where safety 

margins of investigated facilities or components are much higher (or lower) than the model 

uncertainties.  

 



www.manaraa.com

 

118 
 

 
Figure 5-5: Estimated critical belief on high-maturity model versus the initial flood depth, the 

region on the left of function line is the acceptance domain. The regions in red boxes suggest the 

situations where subjective beliefs on model maturity levels do not affect the satisfaction of 

safety goal. The bottom box indicates the situations where safety margins of facilities or 

components are much more than the model uncertainties, while the upper box indicates that the 

margins are less than the model uncertainty.  

 
In RISMC scenarios, assuming that the load distribution is calculated by the simulation 

uncertainties and the capacity distribution is predefined, region ① represents the scenarios, where 

load and capacity distributions have no overlap (). Meanwhile, for scenarios of region ②, the load 

distribution is so wide that it fully covers the capability distribution.  

 

① 

② 



www.manaraa.com

 

119 
 

  
Figure 5-6: Demonstration of risk-informed load and capability distributions for (a) scenarios 

with no overlap between load and capacity distribution (b) scenarios where load distribution is so 

wide that it fully covers the capacity distribution. Scenario (a) corresponds to the region ①, and 

the safety goal is always satisfied given all ranges of subjective beliefs on the model’s maturity. 

Scenario (b) corresponds to the region ②, and the safety goal can never be satisfied by whatever 

subjective beliefs.  

 

5.1.2.3. Landscape Overflow Sufficient Accuracy 

In this case study, the validation goal for the volumetric-flow-rate model is estimated 

according to the safety analysis of the landscape overflow. At the same time, the validation goal 

is propagated from the prototypic model to the sub-scale models. Again, it is assumed that 

validation data come from prototypic systems such that the sufficient accuracy is defined only by 

the validation result, which is represented by the error of model prediction (Eq.  71).  

 

 𝑄𝑄𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝜀𝜀𝑄𝑄 Eq.  71 
 

Two maturity levels are used for representing the accuracy, and their definitions are shown in 

Table 5-4. Since the sufficient accuracy is represented by maturity level and belief, this case study 

aims to determine the required belief on maturity level according to the results of safety analysis. 

 

 

(a) (b) 
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Table 5-4: Definition of maturity level and their probability density distribution for model 

prediction error. 

Maturity level Probability Density 

High 𝜌𝜌ℎ𝑖𝑖𝑖𝑖ℎ�𝜀𝜀𝑄𝑄� = 𝑁𝑁(0,0.1) 

Low 𝜌𝜌𝑙𝑙𝑙𝑙𝑙𝑙�𝜀𝜀𝑄𝑄� = 𝑁𝑁(0,1) 

 

In addition to the maturity level, subjective belief is also included for the designation of validation 

goal. In this study, the error probability distribution is calculated by Eq.  72 when the belief 𝑧𝑧 on 

the model’s high maturity level is changed. Figure 5-7 demonstrates the probability density 

distribution of model prediction error for 100% high and low maturity level, and the one when 

belief on the model’s high maturity is 50% (Eq.  72).  

 

 𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚(𝜀𝜀𝐶𝐶𝐶𝐶) = 𝑧𝑧𝜌𝜌ℎ𝑖𝑖𝑖𝑖ℎ(𝜀𝜀𝐶𝐶𝐶𝐶) + (1 − 𝑧𝑧)𝜌𝜌𝑙𝑙𝑙𝑙𝑙𝑙(𝜀𝜀𝐶𝐶𝐶𝐶) Eq.  72 
 

 
Figure 5-7: Demonstration of error distribution for high maturity, low maturity, and 50% 

belief on high maturity. 

 
To demonstrate the relationship between subjective belief and the safety analysis, a group 

of flow rate 𝑄𝑄 is first determined by sampling the subjective belief 𝑧𝑧 on the model’s high maturity 

level (defined in Table 5-4). Next, safety analysis is performed with the group of flow rate, and it 

is assumed that the response time for the vent flow event should be higher than 30min. Besides, to 
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account for the effect of uncertain scenario in RISMC, it is assumed that the value of flow rate 𝑄𝑄 

is uncertain and uniformly distributed from 0 𝑚𝑚3/𝑠𝑠  to 2.2 𝑚𝑚3/𝑠𝑠 . Figure 5-8 shows a plot of 

predicted response time against the belief on the model’s high maturity level, and the dashed line 

represents the safety requirement (30min). It is found that when flow rate 𝑄𝑄 = 0.5𝑚𝑚3/𝑠𝑠, the safety 

goal can always be satisfied when the belief on the model’s high maturity level is equal or higher 

than 0.6. 

 

 
Figure 5-8: Plot of predicted response time against the belief on the model’s high maturity 

level when 𝑄𝑄 = 0.5𝑚𝑚3/𝑠𝑠. The dashed line represents the safety requirement where the response 

time should be higher than 30min. The point that two lines intercept is defined as critical belief, 

where the safety goal can always be satisfied given the belief is higher than the critical value 

 

With the same strategy for vent overflow model, the critical belief on the high-maturity 

model can be estimated with respect to each flow rate 𝑄𝑄. Figure 5-9 plots the critical belief for the 

corresponding flow rate, and the acceptance domain, located left of the function line, can be 

visualized. Compared to the error that is drawn from a uniform distribution, the estimated critical 

beliefs are fluctuating and scattering around a given flow rate.  
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Figure 5-9: Estimated critical belief on high-maturity model versus the flow rate, the region 

on the left of function line is the acceptance domain. 

 

Besides, to demonstrate the propagation of validation goal from prototypic model to sub-

scale model, a sub-scale model of Eq.  73 is used for calculating the discharge coefficient in Eq.  

65. In this case study, a validation goal is first defined for the flow rate predicted by Eq.  65. Next, 

the validation goal for parameters 𝛼𝛼 and 𝛽𝛽 will be inferred according to the goal of integral models. 

According to the concept of sufficient accuracy, the validation goal is defined as a combination of 

subjective belief and maturity level. The definitions for maturity level are listed in Table 5-4. Since 

the correlation between 𝛼𝛼, 𝛽𝛽 and 𝑄𝑄 are nonlinear, the maturity level definition for 𝛼𝛼 and 𝛽𝛽 will not 

follows the definitions in Table 5-4. Therefore, the concept of bounded errors is used for 

representing the error range of sub-scale or separate-effect models. In this study, the propagation 

of validation goal is achieved by inverse uncertainty quantification, and the goal is to find the error 

range of parameter 𝛼𝛼  and 𝛽𝛽  according to the subjective belief on the maturity of flow rate 

prediction. A statistical toolbox of Bayesian Inference named DRAM [155] is used to inversely 

inferred the distribution of parameters 𝛼𝛼 and 𝛽𝛽 with the Bayes’ theorem. 

 

 𝐶𝐶𝑑𝑑 = �
𝐻𝐻1
𝐿𝐿
− 𝛼𝛼�

𝛽𝛽

  

   
 𝛼𝛼 = 𝛼𝛼𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝜀𝜀𝛼𝛼 Eq.  73 
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 𝛽𝛽 = 𝛽𝛽𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝜀𝜀𝛽𝛽  
 

At the same time, the effect of subjective belief is also considered by sampling parameter 

𝑧𝑧, and the error distributions for the predicted flow rate with respect to each belief can be described 

by Eq.  70. In this case, the belief on the prototypic model’s maturity level is sampled uniformly 

from 0 to 1, and one hundred Bayesian Inferences are performed for each belief level. The 

distributions of parameters 𝛼𝛼 and 𝛽𝛽 are extracted from each inference, and the error bounds are 

identified by finding the maximum and minimum of all parameter distributions. Furthermore, the 

inferred parameters distributions are combined and forward propagated to determine the range of 

flow rate. Figure 5-10 shows the error bounds that are inferred by different subjective beliefs on 

the model’s maturity in predicting the flow rate. The error bound is expanding as the belief on 

model’s high maturity becomes less. Also, it is found that the Bayesian Inference will not converge 

to stable parameter distribution when the belief 𝑧𝑧 is lower than 0.65. Although the concept of 

sufficient accuracy allows for validation goal with beliefs from 0 to 1, when sub-scale models are 

incorporated, a number of beliefs for the integral-model predictions become unacceptable. And 

the range is “constraint” because some errors of crude models are not explanatory by the 

sophisticated models. This finding is usually known as the “physics-constraint” concept, where 

the range of predictions are constrained by assumptions of models. 

 

  
Figure 5-10: Demonstration of error bounds for parameter 𝛼𝛼 and 𝛽𝛽. 

 

To demonstrate this finding, the inferred parameters are substituted back to Eq.  73 and Eq.  65 for 

determining the error range of flow rate prediction. And Figure 5-11 compares the range of 
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physics-constraint flow rate against that by direct sampling the error distribution from maturity 

definitions (Table 5-4). It is found that the inferred error bounds are much narrower than those 

from direct sampling since the sub-scale model (Eq.  73) eliminates samplings that violate the 

physical model form. In another word, the degree of freedom from direct sampling is higher than 

the one from model-form-inferred sampling. As a result, the development of sub-scale model (Eq.  

73) can reduce the model uncertainty and increase the credibility. However, it only applies when 

the accuracy of prototypic models is higher than a critical value since the sub-scale model is not 

able to explain large errors in predicting the prototypic systems. In this case, the critical belief is 

found to be 0.65. 

 

 
Figure 5-11: Comparison of errors bounds for predicting the flow rate 𝑄𝑄 with inferred 

parameters against the error bounds with direct sampling. 

 

Figure 5-12 shows the relationship of subjective belief and response time for cases using inferred 

parameters and those using direct sampled errors. It is found that the error bounds form inferred 

parameter distributions are much narrower than those from direct sampling according to the error 

distribution of given maturity levels. Such finding is expected since most errors are screened out 

by physics, and the physics-constraint models can be more precise than those fitted by crude 

statistical models. Besides, it is found that the critical belief values from inferred parameters are 

higher than those from direct sampling. And the inferred parameters become unavailable when the 



www.manaraa.com

 

125 
 

belief is lower than 0.6. Such finding suggests that scenarios with complex physics require higher 

confidence in validation than those with simple physics. 

 

   

 
Figure 5-12: Relationship of subjective belief and response time with respect to three uncertain 

scenarios. Comparisons are also made for each scenario by using the inferred parameters and the 

direct sampled prediction error. 

 

5.1.3. Findings and Issues 

In this section, a concept of sufficient accuracy is developed for guiding the designation of 

model credibility requirements according to the safety analysis for prototypic systems. The concept 

of sufficient accuracy combines both probabilistic and deterministic analysis, and the validation 

goal is represented by subjective belief and maturity levels. Comparing to the regular approach for 

designating validation goals, the sufficient accuracy explicitly connects accuracy requirements 

𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 0.3𝑚𝑚3/𝑠𝑠 𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 0.5𝑚𝑚3/𝑠𝑠 

𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 1𝑚𝑚3/𝑠𝑠 
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with safety analysis. At the same time, the sufficient accuracy admits the qualitative nature of 

model validation, and it aims to document involving human artifacts to remain convincing. 

Moreover, the sufficient accuracy aims to avoid the excess conservatism by seeking the critical 

belief to regard the model as acceptable. To demonstrate the concept and application of sufficient 

accuracy, two case studies are performed, and the critical beliefs on the model maturity are found 

according to the safety requirements and uncertain scenarios. The case study also shows the 

process of propagating the validation goal from prototypic models to sub-scale model. It is found 

that: with the same sufficient accuracy, the critical beliefs assessed by sub-scale models are higher 

than those by prototypic models, because the predictions from sub-scale models have much 

narrower error range than those from prototypic models. It is also found that the sub-scale models 

restrict the distribution of prediction errors, and it fails to be self-explanatory when the confidence 

on model’s credibility is low.  

 

Presently, the application of the sufficient accuracy concept is limited to the validation 

processes with large uncertainties (Level 2 and 3), but not deep uncertainties (Assumption A4). 

For situations with level 1 uncertainty, the error can be precisely quantified with distributions, and 

no qualitative analysis is needed. For situations with deep uncertainties, no reliable approach has 

been found in this study, and more investigations are still needed. Meanwhile, the concept of 

sufficient accuracy is more applicable when the validation process is required to be both efficient 

and convincing. This study investigates the relationship of subjective beliefs and assumes that the 

maturity levels are objective and prescribed. However, in many scenarios, the designation of model 

maturity levels can be subjective, and its effects have not been looked into. Besides, this study uses 

Bayesian Inference to propagate the error range from prototypic systems to sub-scale models, 

which only applies to scenarios with Level 1 uncertainty. Also, the inverse UQ techniques depends 

heavily on data coverage and data quality, their effects on the propagation of sufficient accuracy 

have not been included.  

 

5.2. Predictive Capability Maturity Quantification by Bayesian Network 

To formalize and quantify the decision-making process in the validation process, a 

decision-theoretic framework named Predictive Capability Maturity Quantification by Bayesian 
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Network (PCMQBN) is developed. The goal is to represent the validation decision-making process 

in a transparent, consistent, and improvable manner. After the technical descriptions, case studies 

are performed to demonstrate the application of PCMQBN. Finally, findings and limitations are 

discussed according to the case studies and literatures.  

 

5.2.1. Technical Development 

With the rapid growth in computer power, modeling and simulation have been widely used 

to support the decision regarding design, operation and safety of the nuclear power plant. As a 

result, validation has become crucial for assessing the credibility of M&S. Due to the subjective 

nature of validation process, various validation frameworks, including EMDAP, PCMM, and 

AIAA guide, have been proposed for formalizing the process. And the goal is to assure the process 

quality and make convincing arguments. However, in EMDAP framework, the decision-making 

for assessing the model credibility has not been formalized. As a result, it becomes hard to perform 

a credibility assessment independently or to reach an agreement regarding the model’s credibility 

collectively. Moreover, such an issue could become severe when the uncertainties become larger. 

Although the validation adequacy is required to be assessed, focuses have been put on reconciling 

diverging expert opinions. It is suggested in this study that the decision-making of M&S credibility 

under uncertainties should be further formalized with a sufficient resolution, structured knowledge 

base, and sophisticated inference engine. The goal is to support decision-making of complex 

validation problems by reasoning through bodies of knowledge, which includes objective data, 

causal relationships, and subjective opinion. Also, a properly formalized process can help 

characterize and document relevant materials, including objective evidence, expert opinion, 

subjective beliefs, and so on. Besides, to further ensure the consistency of validation process, it is 

suggested that the objective of the validation framework is to make the most robust estimation for 

model credibility rather than searching for the best predictive model. 

 

In this study, the validation decision-making is formalized as an argument process that 

aims to argue the degree to which a model is an accurate representation of the real world from the 

perspective of the intended uses of the model (Assumption B1). Such definition is learnt from a 

similar definition by W.L. Oberkampf [43]. Differently, the new definition adopts the concept of 
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safety case [156], which emphasizes the subjective nature of validation and the role of reasoning. 

Several safety-case-based validations, known as “validation case”, have been performed for 

evaluation models [153] [157], and Goal Structure Notation (GSN) is used as the graphical 

representation for the validation argument. Presently, evidence, structured argument, and decision 

criteria are three major components that form the reasoning toward model credibility. Following 

paragraphs will introduce the development of each component.  

 

There are various ways of characterizing evidence. Sun [158] categorizes evidence as direct 

evidence, backing evidence and counter evidence based on their association with the confidence 

in the safety case. Similar to Athe’s study [153], the direct evidence for validation in this study is 

categorized into two sub-attributes: Validation results and Data applicability. The evidence 

associated with validation result is characterized by comparing the simulation result with the 

expected value, while the evidence of data application is characterized by R/S/U grading system 

[152]. The R/S/U grading system has three sub-attributes: (a) relevance, (b) (physics) scaling, (c) 

data uncertainty, and the goal is to assess the quality of experiment and data. The relevance (R) is 

determined based on the geometric similarity and material scaling; the (physics) scaling (S) 

measures the degree of similarity between phenomena in the application and experiment on the 

basis of physics scaling; the uncertainty (U) measures the data uncertainty due to instrumentation 

errors and limited resolution of measurement instruments. Different from the previous study, the 

evidence is further characterized according to concept of sufficient accuracy, where maturity level 

and subjective belief are used at the same time for representing the assessment results of each 

attribute. Table 5-5 shows an example of descriptor for validation result and R/S/U attributes. It is 

found from literature [153] [151] that in addition to the numerical error, another attribute named 

“Coverage” is used for assessing the attribute of validation result. Presently, the quantification of 

the coverage attribute is still being investigated, and this study will only consider the evidence of 

numerical error. 
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Table 5-5: Grade table for validation experiment. 

Validation results (𝑉𝑉𝑉𝑉𝑖𝑖) 

𝑚𝑚𝑗𝑗 = {𝑉𝑉𝑉𝑉, 𝐿𝐿,𝑀𝑀,𝐻𝐻} 

R/S/U 

𝑚𝑚𝑗𝑗 = {𝑉𝑉𝑉𝑉, 𝐿𝐿,𝑀𝑀,𝐻𝐻} 

Descriptor  Meaning Descriptor Meaning 

VL 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁_𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 ∈ [0.7,1) VL 𝑅𝑅/𝑆𝑆/𝑈𝑈 = 1 

L 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁_𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 ∈ [0.4,0.7) L 𝑅𝑅/𝑆𝑆/𝑈𝑈 = 2 

M 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁_𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 ∈ [0.1,0.4) M 𝑅𝑅/𝑆𝑆/𝑈𝑈 = 3 

H 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁_𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 ∈ [0,1] H 𝑅𝑅/𝑆𝑆/𝑈𝑈 = 4 

 

Comparing to the maturity definition in Table 5-1, attributes of PCMQBN compose the general 

description of maturity level in the validation goal. The reason is that the sufficient-accuracy-

guided validation goal is designated for the prototypic systems, while PCMQBN aims to assess 

the model credibility according to evidence from small-scale or separate-effect facilities. Presently, 

the data applicability and numerical R/S/U grades are designated by scaling analysis and expert 

opinions2.  

 

To integrate all related evidence and represent the process by mathematical languages, the 

Bayesian decision theory (Assumption B2, B3, and B4) is applied to determine the model 

credibility based on the characterized evidence. The Bayesian decision theory uses the Bayesian 

conditionalization to represent the belief updates by obtaining and integrating new evidence. Eq.  

74 shows the calculation of model credibility, named as Code Adequacy (CA) by integrating 

evidence of Validation Result (VR) and Data Applicability (DA).  

 

 𝑝𝑝�𝐶𝐶𝐶𝐶𝑗𝑗�𝐷𝐷𝐷𝐷,𝑉𝑉𝑉𝑉� = �𝑃𝑃�𝐶𝐶𝐶𝐶𝑗𝑗|𝐷𝐷𝐴𝐴𝑖𝑖�𝑃𝑃(𝐷𝐷𝐴𝐴𝑖𝑖)
𝑖𝑖

+ �𝑃𝑃(𝐶𝐶𝐴𝐴𝑗𝑗|𝑉𝑉𝑅𝑅𝑖𝑖)𝑃𝑃(𝑉𝑉𝑅𝑅𝑖𝑖)
𝑖𝑖

 Eq.  74 

 

where 𝐶𝐶𝐶𝐶𝑗𝑗 represents the maturity level of the code adequacy, 𝑃𝑃�𝐶𝐶𝐶𝐶𝑗𝑗|𝐷𝐷𝐷𝐷,𝑚𝑚𝑚𝑚𝑚𝑚� represents the 

subjective belief of obtaining the model maturity 𝐶𝐶𝐶𝐶𝑗𝑗 based on evidence from Data Applicability 

(DA) and Validation Result (VR). 𝑃𝑃�𝐶𝐶𝐶𝐶𝑗𝑗|𝐷𝐷𝐴𝐴𝑖𝑖� and 𝑃𝑃(𝐶𝐶𝐴𝐴𝑗𝑗|𝑉𝑉𝑅𝑅𝑖𝑖) represents the update rule for 

code adequacy given the evidence from data applicability and validation result respectively. 

                                                 
2 Detailed descriptions of PCMQBN’s attributes can also be found in the glossary table at the end of this document 
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𝑃𝑃(𝐷𝐷𝐴𝐴𝑖𝑖) and 𝑃𝑃(𝑉𝑉𝑅𝑅𝑖𝑖) represent the subjective belief on the maturity level 𝑖𝑖 for data applicability 

and validation result. Considering the complexity of validation and the amount of evidence, this 

study uses a graphical model of Bayesian Network to represent the code adequacy calculation. 

Bayesian Network is first introduced by Pearl [159] as a directed acrylic graph (DAG) for 

probabilistic reasoning. Presently, the Bayesian Network has been extensively used to model belief 

in biological science, medicine, forensic science, law, risk analysis, and so on [160] [161]. 

Recently, researchers also apply Bayesian Network to model validation [162], where the network 

structure is mapped from PRA analysis. In this study, the network structure is constructed by the 

concept of validation cubic. The concept of validation cubic is first proposed by N. Dinh’s [151], 

and the objective is to integrate and analyze the uncertainty of a computer model based on 

validation data from experiments of different scales. Validation cubic is a three-dimension diagram 

that plots the reactor prototypicality parameter (RPP) against the system and physics 

decomposition. RPP represents the global accuracy of the computer model, the system 

decomposition represents the experiments and scenarios designed for the full-scale application. 

The physics decomposition represents the model developed for every phenomenon in the 

phenomenon pyramid. To account for the relative importance of various evidence, a weight factor  

is used and calculated as Eq.  75 in the validation cubic model [163] [152].  

 

 𝜓𝜓𝐸𝐸𝑖𝑖~�1 − 𝐸𝐸𝐸𝐸𝑈𝑈𝐽𝐽�
𝑚𝑚
�𝑅𝑅𝑅𝑅𝑃𝑃𝐾𝐾,𝐽𝐽�

𝑛𝑛
 Eq.  75 

 

where 𝜓𝜓𝐸𝐸𝑖𝑖 is the weight factor for an evidence 𝐸𝐸𝑖𝑖; EMU is Experimental Measurement Uncertainty 

that measures the VUQ quality of a certain experiment. 𝑚𝑚 and 𝑛𝑛 are constants that represent the 

significance of experiment 𝐽𝐽  and the physics 𝐾𝐾 . RPP, Reactor Prototypicality Parameter, 

“represents the similarity of validation experiments to the application condition” [163] [152]. It 

can be defined as the ratio of the governing scaling parameter 𝑆𝑆𝑐𝑐𝑀𝑀𝑀𝑀𝑀𝑀_𝐾𝐾 for “model” of physical 

process 𝐾𝐾  calculated for test/experimental conditions, �𝑆𝑆𝑐𝑐𝑀𝑀𝑀𝑀𝑑𝑑𝐾𝐾�𝐸𝐸𝐸𝐸𝐸𝐸  and reactor application’s 

conditions �𝑆𝑆𝑐𝑐𝑀𝑀𝑀𝑀𝑑𝑑𝐾𝐾�𝐴𝐴𝐴𝐴𝐴𝐴(Eq.  76): 

 

 𝑅𝑅𝑅𝑅𝑅𝑅 = �𝑆𝑆𝑐𝑐𝑀𝑀𝑀𝑀𝑑𝑑𝐾𝐾�𝐸𝐸𝐸𝐸𝐸𝐸/�𝑆𝑆𝑐𝑐𝑀𝑀𝑀𝑀𝑑𝑑𝐾𝐾�𝐴𝐴𝐴𝐴𝐴𝐴 Eq.  76 
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For the study of PCMQBN, the EMU is determined by the attribute of data applicability. The 

constant 𝑚𝑚, which represents the experimental significance, is assumed to be mainly affected by 

the repeatability of validation experiments for a certain physics. In another word, if multiple 

experiments are designed for a single physics model, then the value of 𝑚𝑚 will decrease as number 

of experiments increases. The constant 𝑛𝑛 is assumed to be determined by the importance of models 

or physics, which is based on sensitivity study or experts’ opinion. After determining the weight 

factor 𝜓𝜓𝐸𝐸𝑖𝑖  for each evidence 𝐸𝐸𝑖𝑖 , they are normalized to 𝜓𝜓�𝐸𝐸𝑖𝑖  according to Eq.  77 and used for 

updating the belief. 

 

 𝜓𝜓�𝐸𝐸𝑖𝑖 = 𝜓𝜓𝐸𝐸𝑖𝑖/∑ 𝜓𝜓𝐸𝐸𝑖𝑖
𝑛𝑛
𝑖𝑖=1   Eq.  77 

 

Figure 5-13 shows examples of Bayesian network with equal and unequal weight factor. Though 

they have the same end nodes, the resulting adequacies turn to be different. Currently, the 

conditional probability of each maturity level is assumed to be the same across all parent nodes 

such that the posterior belief in child node is a linear assembly of all prior beliefs and their 

corresponding weights in parent nodes. 
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Figure 5-13: Example of Bayesian network for a “separate” code adequacy assessment with 

equal and unequal weights. The plot is prepared with AgenaRisk [164] 

 

To assess if a model credibility satisfies the requirement and to compare the credibility of various 

models, a reward or utility value is assigned to each maturity level, and an expected reward/utility 

is calculated for the assessed model according to Eq.  78. 
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 𝐸𝐸𝐸𝐸(𝑎𝑎) = �𝑃𝑃�𝐶𝐶𝐶𝐶𝑗𝑗|𝐷𝐷𝐷𝐷,𝑉𝑉𝑉𝑉� ∙ 𝑈𝑈�𝐶𝐶𝐶𝐶𝑗𝑗�
𝑁𝑁

𝑗𝑗=1

 Eq.  78 

 

If a utility is assigned, 𝑈𝑈(𝑚𝑚𝑚𝑚𝑚𝑚𝑗𝑗) represents the agent’s preference on the corresponding maturity 

level. Otherwise, the reward simply represents the benefits of obtaining a certain maturity level. It 

is required that 𝑈𝑈(𝑚𝑚𝑚𝑚𝑚𝑚𝑗𝑗)  is a bounded function such that Eq.  70 is always finite. Eq.  70 is 

essentially the same as Eq.  64, while the model credibility is named as code adequacy. Since the 

extraction of utility functions requires complicate elicitation process, this study calculates the 

Expected Monetary Value (EMV) with pre-defined monetary rewards. Table 5-6 shows two 

examples of assigning rewards value to maturity level. In the following case study, the value #1 

will be used for assessing if the model has satisfied the requirement and which model has the best 

predictive capability.  

 

Table 5-6: An example of monetary rewards assigned to each maturity level 

Maturity Level Value #1 Value #2 

Very Low (VL) $ 1.0 $ -100 

Low (L) $ 1.5 $ -50 

Medium(M) $ 2.0 $ 50 

High (H) $ 2.5 $ 100 

 

5.2.2. Case Study 

To demonstrate the application of PCMQBN, case studies are designed to demonstrate how 

PCMQBN can be used for simulation models. The scenario is the same as the one for the sufficient 

accuracy. The first case study demonstrates how PCMQBN decide the model credibility according 

to posterior information, where the measured QoIs are used for the model calibration; while the 

second case study demonstrates the same process, but the model predictions are made prior to the 

acquisition of application QoI. Decisions regarding the selection of best model are made according 

to validation goals.  
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5.2.2.1. PCMQBN for Landscape Overflow Model 

In order to assess the credibility of head-discharge equation (Eq.  65) in scenario landscape 

overflow, which is composed of two separate equations (Eq.  73 and Eq.  79). Three sets of data 

are extracted for the credibility assessment of the landscape overflow model. Figure 5-14 shows 

the schematic plot of phenomenon decomposition and their corresponding models. The Integrated 

Effect Test (IET) measures the flow rate with respect to the total energy head 𝐻𝐻1, and an IET-

based model is obtained by calibrating 𝑎𝑎, 𝑏𝑏 and 𝑢𝑢 simultaneously. There are two Separate Effect 

Tests (SETs) that measures the discharge and approach velocity coefficient with respect to the total 

energy head respectively. A SET-based model is then obtained by calibrating 𝑎𝑎, 𝑏𝑏 in Eq.  73 and 

𝑢𝑢 in Eq.  79 separately. All model parameters are calibrated by a Bayesian Inference software 

package named PYMC3 [165]. In this work, the validation data of IET are obtained from the 

empirical correlation, whose parameters are determined by the table of rating equation parameters 

and ranges of application (Table 8-4 in Ref. [166]). The validation data for two SETs are extracted 

from reference documents (Figure 1.12 and Figure 4.10 in [167]). 

 

 𝐶𝐶𝑣𝑣 = �
𝐻𝐻1
ℎ1
�
𝑢𝑢

 Eq.  79 
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Figure 5-14: Demonstration of phenomenon decomposition for flow over the broad-crested 

weir. The IET measures the flow directly with respect to upstream water depth, while two SETs 

measure the discharge coefficient and the approach velocity coefficient respectively. 

 

Figure 5-15 shows the plot of two model predictions and the experimental measurements. 

Table 5-7 shows the maturity ranking of the model’s validation result, which is calibrated based 

on the SETs and IET respectively. The R/S/U grades of data applicability for three tests are also 

listed. There turns to be a large model inconsistency between the model and its components. When 

the model is calibrated based on SET data, the result matches the experimental 𝐶𝐶𝑑𝑑 and 𝐶𝐶𝑣𝑣 with an 

average normalized 𝐿𝐿1 error ~ 0 (High maturity). However, the predicted flow rate turns to deviate 

from the measurement with an average 𝐿𝐿1  error larger than 1 (Very Low maturity). 

Correspondingly, when the model is calibrated based on IET data, model prediction on flow rate 

match the measurement with the error ~ 0 (High maturity), while the predicted discharge 

coefficient deviates from the measurement with the error > 1 (Very Low maturity).  
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Figure 5-15: Plot of model predictions for SET and IET calibrated parameters versus 

experimental data. (a) discharge coefficient; (b) approach velocity coefficient; (c) flow rate. 

 

Table 5-7: Value of model parameters calibrated based on SET and IET. 

 
RSU Grade Validation Result’s Maturity 

R  S  U SET-based IET-based 

SETs 
𝐶𝐶𝑑𝑑 L H VL H VL 

𝐶𝐶𝑣𝑣 L H VL H H 

IET 𝑄𝑄 H H VL VL H 

 

Based on the maturity ranking of the validation result and R/S/U grades for three 

experiments, PCMQBN structures are constructed for two calibrated landscape overflow model. 

Furthermore, utilities are assigned to each maturity level based on Value #1 of Table 5-6. The 

EMV of every code adequacy can then be determined based on the probability and the utility of 

each level. In this study, cases with both equal and non-equal weight factors are tested. For the 

non-equal case, the weight factor of IET is assumed to be twice as much as the one for any SET, 

Table 5-8 shows the code adequacy and the corresponding EMVs. If an equal weight factor (33%) 

(a) (b) 

(c) 
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is assigned to all experiments, the code adequacy of SET and IET calibrated model turns to be the 

same. If non-equal weight factors are assigned, the model calibrated based on IET data turns to 

have higher EMVs, which indicates that the IET-based model is more preferable.  

 

Table 5-8: EMVs of the model adequacy for different combinations of model and weight 

factor. 

  VL L M H EMV ($) 

Equal 
SET-based 

33.3% 11.1% 0 55.6% 1.9 
IET-based 

Unequal. 
SET-based 41.7% 8.3% 0 50% 1.8 

IET-based 29.2% 8.3% 0% 62.5% 2.0 

 

Besides, if the validation goal for the same phenomenon (section 5.1.2.3) is employed, it is found 

that all models will be acceptable when the scenario flow rate 𝑄𝑄 = 0.3𝑚𝑚3/𝑠𝑠; only the IET-based 

model is acceptable when the weight factors are not equal and the scenario flow rate 𝑄𝑄 = 0.5𝑚𝑚3/𝑠𝑠; 

no model is acceptable when the scenario flow rate 𝑄𝑄 = 1𝑚𝑚3/𝑠𝑠. 

 

5.2.2.2. PCMQBN for Core Flow Pressure Loss Model 

In the scenario description of section 5.1.2.1, a system-thermal-hydraulics simulation is 

needed for predicting the response time of event progression (6). Although the validation of system 

codes is not the objective of this study, the numerous physical models and the complex phenomena 

do provide a better demonstration for PCMQBN, especially in assessing model credibility and 

selecting models. A similar validation process is also applied to the single-phase flow pressure loss 

model (Eq.  80) of system thermal-hydraulics. The QoI is designated as the pressure drop across 

the reactor core due to wall friction and grid spacers. In calculating the pressure loss, two 

coefficients, including the wall friction 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑐𝑐 and form loss coefficient 𝐾𝐾𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓, are needed.  

 

 ∆𝑃𝑃𝑇𝑇𝑇𝑇 = ∆𝑃𝑃𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 + ∆𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 Eq.  80 
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 ∆𝑃𝑃𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 × �
𝐿𝐿
𝐷𝐷𝑒𝑒
� × 0.5 × 𝜌𝜌𝑣𝑣2 Eq.  81 

 ∆𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 × 𝐾𝐾𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 × 0.5 × 𝜌𝜌𝑣𝑣2 Eq.  82 

 

where 𝐿𝐿 is the length of test session; 𝐷𝐷𝑒𝑒 is the equivalent hydraulic diameter of the flow channel; 

𝜌𝜌 is the density of coolant through the test session; 𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the number of spacer grid; 𝑣𝑣 is the 

velocity of coolant calculated by Eq.  84; 𝐺𝐺 is coolant mass flow rate; 𝐴𝐴𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 is the unobstructed 

coolant flow area.  

 

 𝑣𝑣 =
𝐺𝐺

𝐴𝐴𝑓𝑓𝑓𝑓𝑓𝑓𝑤𝑤 ∙ 𝜌𝜌
 Eq.  83 

 

Experimental measurements from PISA and KALLA facility are extracted to determine the 

maturity of validation result. Note that both facilities measure the pressure drop across the spacer 

grid (SET) and the whole test session (IET). The weight factor ratio of SET to IET is determined 

to be 1:2. Different from the previous study, the measured quantity is not used for calibrating the 

candidate models. By comparing conditions of two validation experiments to a postulated 

application, their R/S/U grades and weight factors can be determined as in Table 5-9. 

 

Table 5-9: R/S/U grades and weight factors for data from PISA and KALLA facility. 

 RSU Grade 
Weight factor 

R S U 

PISA 
∆𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 

H H L 
22.8% 9.6% 

∆𝑃𝑃𝑇𝑇𝑇𝑇 45.6% 19.2% 

KALLA 
∆𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 

H M L 
10.5% 4.4% 

∆𝑃𝑃𝑇𝑇𝑇𝑇 21.1% 8.9% 

 

In this study, Blasius (Eq.  84) and Colebrook-White (C-W) correlation (Eq.  85) are applied to 

calculate the friction coefficient, while Rehme (Eq.  87), Shiralkar (Eq.  88) and a constant-value 

model (Eq.  86) are applied to determine the form loss coefficient.  
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 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 0.316/𝑅𝑅𝑒𝑒0.25 Eq.  84 

 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = max(
64
𝑅𝑅𝑅𝑅

,  𝑓𝑓𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) 

Eq.  85 
 𝑓𝑓𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 0.0055[1 + �2 × 104

𝑟𝑟
𝑑𝑑ℎ𝑦𝑦𝑦𝑦

+
106

𝑅𝑅𝑅𝑅
�
1/3

] 

 𝐾𝐾𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 1.2 Eq.  86 

 𝐾𝐾𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝐶𝐶𝑣𝑣𝜀𝜀2 
Eq.  87 

 𝐶𝐶𝑣𝑣 = min(3.5 +
73.14
𝑅𝑅𝑒𝑒0.264 + 2.79 ×

1010

𝑅𝑅𝑒𝑒2.79 ,
2
𝜀𝜀2

) 

 𝐾𝐾𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝐾𝐾𝐿𝐿 + 𝐾𝐾𝑓𝑓 

Eq.  88 
 𝐾𝐾𝐿𝐿 = �

�𝑘𝑘′(1 − 𝜎𝜎) + (1 − 𝜎𝜎)
𝜎𝜎

�
2

 

 𝐾𝐾𝑓𝑓 =
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝐿𝐿𝑃𝑃𝑈𝑈

4𝐴𝐴𝑈𝑈
[
𝑃𝑃𝑅𝑅
𝑃𝑃𝑈𝑈

�
1
𝜎𝜎
�
3

− 1] 

 

Six combinations of models are validated with the PCMQBN framework and the same monetary 

rewards are assigned to each maturity level as the value #1 in Table 5-6 . The EMV of every code 

adequacy can then be determined based on the probability and the utility of each level. Table 5-10 

shows the assessed code adequacy and the corresponding EMV for both models.  

 

Table 5-10: EMVs of the code adequacy for six combinations of wall friction and form loss 

coefficient model. 

Model Combination Equal Non-Equal 

Blasius and Constant 2.178 2.219 

Blasius and Rehme 2.183 2.223 

Blasius and Shiralkar 2.176 2.217 

C-W and Constant 2.132 2.141 

C-W and Rehme 2.114 2.109 

C-W and Shiralkar 2.162 2.199 
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It can be found that the combination of Blasius wall friction and Rehme form loss results 

in the highest EMV when equal and non-equal weight factors are assigned. Though the Shiralkar 

and C-W correlation are high-order and sophisticated, the performance is not necessarily better 

than the low-order model since additional information, including the rod roughness, hydraulic 

diameter, and type of spacer grid, are required. Therefore, the selection of models highly depends 

on the availability of information. When information and measurement are lack, high-order model 

may result in worse credibility.  

 

5.2.3. Findings and Issues 

In this section, a technique of PCMQBN is developed to formalize the validation decision-

making process with mathematical languages. Considering the subjective nature of validation, its 

decision-making process is first defined as an argument process. Next, aiming at three components 

(evidence, structure, and acceptance criterion) of the validation arguments, PCMQBN further 

represents the argument process with Bayesian Decision theory: the evidence is characterized 

according to the concept of sufficient accuracy; the argument structure is constructed according to 

the validation cubic model; and the acceptance criterion is made according to the sufficient-

accuracy-guided validation goal. When the scenarios have Level 1 uncertainty, the PCMQBN 

becomes a Bayesian inference process, where the maturity level of sub-attributes can be inferred. 

For scenarios with Level 2 or 3 uncertainties, PCMQBN is able to support the adequacy decision 

according to expert knowledge. Besides, two case studies are prepared for demonstrating the 

application of PCMQBN in estimating the model credibility. It is found that when the QoI is used 

for model calibration (posterior information), the experiments that measure the QoI should be more 

important than others. At the same time, for the same model, it is more preferable to have the 

model parameters being calibrated by the QoI directly rather than being calibrated separately. 

Besides, it is found that when only prior information is used for model prediction, the model 

credibility depends heavily on the amount and coverage of data. If important information cannot 

be accurately measured, high-order model may result in bad prediction.  

 

In this study, the evidence characterizations, validation structures, acceptance criteria are 

prepared by author’s knowledge. Models, including validation cubic and weight factor, are 
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tentative, and detailed analysis is still needed. Besides, for Bayesian application, strong 

assumptions must be made for the precision of probability and utility such that they can be 

represented precisely with a single additive value [53]. Considering the large uncertainty of the 

validation process, additional analysis is needed to make the result convincing. One convenient 

approach is called Robust Bayes [75], where multiple validation assessments are performed, and 

the class of results are ensembled to inform the final decision of model credibility (Assumption 

B6). If the class of decisions is approximately the same, it can be claimed that a robust result is 

obtained. Otherwise, the range can be taken as an expression of confidence from the analysis. Such 

process is also known as Bayesian sensitivity analysis. Figure 5-16 shows the schematic plot of 

the Bayesian sensitivity analysis and the entire loop of validation is performed iteratively until a 

consistent result or an expression of confidence is obtained. Besides, the sensitivity study is a 

unique feature enabled by the quantified framework. Once an agreement is reached on the 

validation structures, acceptance criteria, and evidence characterizations, validation of PCMQBN 

can be performed transparent and independently by all individuals from the expert community that 

serves as the “defense-in-depth” in assuring the validation quality. 

 

 
Figure 5-16: Scheme of validation decision and the performance of Bayesian Sensitivity Study. 

 

In addition to the problem of precision, the attribute of coverage is not included. Besides, 

the effect of Process Quality Assurance (PQA) factors, classified as indirect evidence, is not 
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considered. Due to the limited scope of this study, EMVs are determined by postulated monetary 

rewards and used to guide the validation decision-makings. Expected utility is still needed to 

properly connect to the concept of sufficient accuracy.  

 

5.3. Local Data-Driven Uncertainty Quantification 

To quantify the uncertainty of SPH simulations, a local data-driven uncertainty 

quantification technique is developed by training a surrogate model for predicting the simulation 

error based on the local simulation information. At the same time, to identify the application range 

of the trained surrogate model, this section also investigates the predictive capability of the trained 

surrogate model by extrapolating the simulation uncertainty with respect to different similarity 

indexes. A case study is performed to demonstrate the capability of the proposed technique. At 

last, findings and limitations are discussed according to the case study and literatures.  

 

5.3.1. Technical Development 

It has been discussed in section 1.3.2 that the regular uncertainty quantification approach 

relies on the separation of uncertainty with respect to its sources [54]. However, it is found from 

the SPH studies that all sources of uncertainties are tightly coupled and nonlinearly interacted. And 

such problem becomes severe when the simulation starts, and the distribution of particles is getting 

“disordered” [96] [133]. Therefore, the SPH simulation error is very likely to fluctuate and expand 

as the fluid becomes violent. To reduce the simulation error, the SPH community has been trying 

from two major aspects: by regulating particle distributions and by introducing additional models. 

For the former approach, the Fickian diffusion is used to provide shifting towards areas with lower 

concentration extending to free-surface flows [168]. However, it is found from this study that the 

particle shifting can be more unstable when the Reynolds number gets higher. For the latter 

approach, turbulence models including RANS [121] [124] and LES [120] [95] have been 

investigated for a long time. For LES approach, the performance is found to be very limited, 

especially in dealing with wall-boundary layers [118]. Although, refining the particles can improve 

the simulation when it reaches quasi-DNS scales, SPH can be far more computationally expensive 

than the mesh-based methods. On another hand, the RANS-based approach has proven to be 
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successful with respect to both stability and accuracy when it is combined with incompressible 

SPH solver. However, the computational cost of such approach is too high for achieving a 

comparable accuracy to the mesh-based simulations. It is reported from Leroy [96] that ISPH-

USAW takes 32h to simulate a lid-driven simulation with 200 × 200 particles for 60 physical 

times, while for the same physical times, FV method only takes around half an hour with 

200 × 200 mesh and LES model. In addition, even with sophisticated turbulence models, the 

disordered particle distribution could potentially induce severe error fluctuations. As a result, it is 

very difficult to improve the accuracy of SPH simulations by simply incorporating better 

turbulence models since the nature of particle-based CFD methods deviates largely from mesh-

based methods. Therefore, focuses in this study have been put on characterizing uncertainties of 

SPH simulations for better understanding the SPH methods.  

 

There are two types of flowcharts for quantifying the simulation uncertainty. Figure 5-17 

illustrate the process of forward and inverse uncertainty quantification process. The forward 

approach identifies the uncertainty distributions with respect to all sources of uncertainties 

separately and propagate the distributions through equations; while the inverse approach 

assimilates data to infer the uncertainty distributions and propagate the inferred/calibrated 

distribution for the uncertainty analysis. In some literatures, the forward UQ is known as “data-

free” methods [169], while the inverse UQ is mostly known as “data-driven” methods [170]. 

Though the calibrated model usually provides better fitting and precision against experimental 

measurements, its applicability and accuracy to experiments with different conditions and 

timescales remains to be a concern. Besides, there are two types of mathematical forms on 

representing the uncertainties, which includes parametric and non-parametric forms. For 

parametric approach, a fixed model form is assigned for representing uncertainties, and model 

parameters are assumed to be the sources of uncertainty for predicting the QoI. The nonparametric 

approach does not assume any constant model form, and it is able to investigate the uncertainty of 

any modeled term, including QoI or simulation field data. Clearly, the nonparametric approach 

reveals more insights than the one from model coefficients. And since the nonparametric approach 

makes less assumptions, it is claimed to be more reliable and robust than the parametric approach. 

However, the nonparametric approach theoretically has infinite degrees of freedom, and it is not 

achievable for practical purposes. Preventions against overfitting and underfitting requires a very 
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large amount of available, relevant, and adequately evaluated data (ARAED). Since it is difficult 

to characterize uncertainty with pre-specified uncertainty distributions for each source, this study 

aims to quantify the simulation uncertainty with data-driven techniques. Furthermore, considering 

the complex interactions of various uncertainty sources, robust nonparametric forms are used for 

characterizing the simulation uncertainties.  

 

 
(a) Forward uncertainty quantification 

 
(b) Inverse uncertainty quantification (data-driven) 

Figure 5-17: Illustration of forward and inverse uncertainty quantification.  
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Depending on the assumptions, the data-driven UQ can be further divided into two groups: 

the global data-driven UQ and the local data-driven UQ. Figure 5-18 shows their schematic 

workflow. For the global approach, closure models are assumed to be the major sources of 

uncertainty. At the same time, the simulation is assumed to be well-verified such that the numerical 

uncertainties can be neglected. As a result, the global approach mainly investigates the 

uncertainties of model form and model parameter. For the local approach, no explicit assumption 

is required, and it is able to characterize all sources of uncertainties at the same time. Besides, 

different from the global data-driven UQ, the objective of the local approach is to estimate the 

simulation uncertainty of field data. A detailed description and corresponding examples can be 

found in the reference document [171].  

 

 
(a) Workflow of global data-driven UQ approach 

 
(b) Workflow of local data-driven UQ approach 

Figure 5-18: Illustration of workflow for global and local data-driven UQ approach. 

 

Although the UQ aims to propagate/predict the simulation uncertainty, it is more 

straightforward and feasible to compare the corrected simulation field against the high-fidelity 

results. In this study, the quantified uncertainty will be substituted back to the simulation and the 

corrected result will be compared against the real value to test the applicability of proposed 
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methods, and the quality of uncertainty prediction is quantified by 𝐿𝐿2 relative error norm (defined 

in Eq.  53). In fact, when Eq.  89 and Eq.  53 are used together, the 𝐿𝐿2 relative error norm for the 

uncertainty prediction is the same as the norm for corrected velocity field. Furthermore, the method 

of Physics Evaluated Machine Learning (PEML) is used for determining the simulation 

uncertainties based on local physical features. PEML has first been proposed for characterizing 

the simulation error of each computing element that is induced by turbulence models [172] [173]. 

The objective is to construct a surrogate model between the simulation error and the physical 

features. Except for the PEML, there are four other types of machine learning frameworks, 

including Physics-Separated ML, Physics-Integrated ML, Physics-Recovered ML, and Physics-

Discovered ML. Detailed descriptions for each types of machine learning framework can be found 

in Chang’s work [174].  

 

 𝜀𝜀𝑑𝑑,𝑉𝑉𝑖𝑖(𝒗𝒗��⃗ 𝑖𝑖) = 𝒗𝒗��⃗ 𝑖𝑖(𝐻𝐻𝐻𝐻) − 𝒗𝒗��⃗ 𝑖𝑖(𝐿𝐿𝐿𝐿) 
  

Eq.  89 
 

 

Since the local approach targets at coarse-grid SPH simulations, one challenge is that the 

high-fidelity data is obtained from mesh-based simulation. A mapping method is needed to transfer 

the field data (pressure, velocity, energy) from Eulerian method to Lagrangian method. In this 

study, a simple averaging method is used by assuming that each particle has a stable size the 

properties in the particle volumes are approximately the same. In general, the PEML approach has 

two steps: training and testing:  

 

Training Step: 

(1) Design and conduct high-fidelity CFD and SPH coarse-grid simulation according 

to the PIRT 

(2) Map the local data from high-fidelity CFD to SPH element and calculate the 

simulation error of SPH coarse-grid simulations 

(3) Identify and calculate the local physical features based on SPH coarse-grid 

simulation data 

(4) Train a regression between the simulation error and the local physical features using 

machine learning algorithm 
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Testing Step:  

(5) Characterize the similarity of testing and training physical features 

(6) Predict the simulation error for testing cases using trained regression and test its 

capability 

 

5.3.2. Case Study 

To demonstrate the application of the local approach, an illustrative example is prepared, 

and the objective is to demonstrate how PEML predicting the uncertainty of SPH in simulating the 

velocity field. A lid-driven simulation is constructed with LAMMPS-SPH and OpenFOAM, and 

OpenFOAM simulation results are treated as the high-fidelity data. The simulation configurations 

for SPH and OpenFOAM are the same as those in section 4.3.2.2, and the Reynolds number 𝑅𝑅𝑒𝑒𝜏𝜏 

is the only parameter being changed (Table 5-11). All SPH simulations are run on one cluster node 

with 64 processers, and the computational time is also listed in Table 5-11. In addition, a constant 

time step of ∆𝑡𝑡 = 10−5𝑠𝑠 is used for all scenarios, and all simulations run for 100s. Currently, only 

the dynamic viscosity is changed, therefore, the Reynolds number 𝑅𝑅𝑒𝑒𝜏𝜏 is used to characterize each 

case. To test the applicability of PEML, it will be trained with selected cases, named as training 

sets, and applied to other cases, named as application sets.  

 

Table 5-11: Summary of simulation ID and configurations. Dynamic viscosity is currently the 

only variables being changed. 

ID 𝝂𝝂(𝒎𝒎𝟐𝟐/𝒔𝒔) 𝑹𝑹𝒆𝒆𝝉𝝉 
Computational  
Time (sec) 

dp1 10−3 1000 4872 

dp2 5 × 10−4 2000 4470 

dp3  2 × 10−4 5000 5056 

dp4  10−4 10000 5132 
 

Before determining the uncertainties of SPH simulation, the high-fidelity mesh-based 

simulation data need to be mapped to the SPH simulation. In SPH, the particle behaves like 

material points that have mass and volume. Therefore, the particle can be treated as macroscopic 
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entities that bear kinematic and thermodynamic quantifies, and mov over time. For each particle, 

mesh grids covered by the particle volume are first identified. Next, unweighted averages are taken 

for all fluid properties carried by the identified mesh grids, and such averages will be treated as 

the high-fidelity SPH results from mesh-based simulation. Also, for meshes that are not fully 

covered by the particles, their properties will still be considered. In Figure 5-19, all shaded mesh 

grids are treated as covered by the particles. During this averaging process, it is assumed that each 

particle has a stable size and the volumes are close to the mean value.  

 

 
Figure 5-19: Identification of mesh grids that are covered by particle volumes.  

 

Besides, since the particles are moving with time, a convergence study has to be performed to find 

the approximate time when the flow is fully developed. Figure 5-20 shows the time averaged L2 

relative error norm by four time-windows (TW) versus the physical time of simulation. It is found 

that the averaged results by different time windows are approximately the same after 70𝑠𝑠. Since 

this investigated case has the highest 𝑅𝑅𝑅𝑅𝜏𝜏, other cases with lower 𝑅𝑅𝑅𝑅𝜏𝜏 can also be treated as fully 

developed after 70𝑠𝑠. In this study, the instantaneous field at 𝑡𝑡𝑝𝑝ℎ𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦 = 100𝑠𝑠 is used for training 

and testing the PEML.  
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Figure 5-20: Time averaged L2 relative error norm by four time-windows versus physical time 

for at fully developed state with 𝑅𝑅𝑅𝑅𝜏𝜏 = 10000. 

 

Figure 5-21 shows the comparison of centerline velocity from the original SPH, mapped 

SPH and the mesh-based simulation by OPENFOAM. After the mapping, the SPH uncertainties 

in predicting field data are calculated by Eq.  89. 

 

 
Figure 5-21: Comparison of 𝑉𝑉𝑥𝑥 at the vertical centerline. 
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Next, based on the SPH equation for velocity calculation and the theoretical analysis for the 

truncation and discretization error, five physical features are selected as the input variables (Eq.  

90) of PEML. For a two-dimensional simulation, each physical feature is propagated to two 

direction and there will be ten features in total.  

 

�𝐹⃗𝐹𝑝𝑝�𝑖𝑖; �𝐹⃗𝐹𝑣𝑣�𝑖𝑖;𝒗𝒗��⃗ (𝒓𝒓𝑖𝑖)�𝑤𝑤ℎ�𝒓𝒓𝑖𝑖 − 𝒓𝒓𝑗𝑗�𝑉𝑉𝑗𝑗
𝑗𝑗

;𝛻𝛻𝒗𝒗��⃗ (𝒓𝒓𝑖𝑖)�𝑤𝑤ℎ�𝒓𝒓𝑖𝑖 − 𝒓𝒓𝑗𝑗� ∙ (𝒓𝒓𝑖𝑖 − 𝒓𝒓𝑗𝑗)𝑉𝑉𝑗𝑗
𝑏𝑏

; 𝒓𝒓𝒊𝒊𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 Eq.  90 

 

Next, both input features and target variables are fed into the machine-learning engine and the 

simulation error of velocity is predicted for each particle. To characterize the accuracy of PEML 

in predicting simulation uncertainties for SPH application, 𝐿𝐿2 relative error norm is used for the 

predicted field error and the corrected field. In this case study, these two error norms have the same 

value. Table 5-12 shows a summary of all cases, including their training datasets, application 

datasets, error of corrected velocity field based on the PEML result, and error of original SPH 

velocity field.  
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Table 5-12: Summary of PEML results with Random Forest as the machine-learning engine. 

 𝑹𝑹𝒆𝒆𝝉𝝉 

(Training Group) 

𝑹𝑹𝒆𝒆𝝉𝝉 

(Target Group) 

𝑳𝑳𝟐𝟐 

(Corrected Field) 

𝑳𝑳𝟐𝟐 

(Original Field) 

A1 1000 

5000 

[1.27,2.64] 

[1.04,1.04] 

A2 2000 [0.85,0.81] 

A3 10000 [1.09,0.84] 

A4 1000+10000 [0.78,0.81] 

A5 1000+2000 [0.77,0.75] 

A6 2000+10000 [0.83,0.75] 

A7 1000+2000+10000 [0.78,0.76] 

B1 1000 

10000 

[1.46,1.10] 

[1.29,1.25] 

B2 2000 [1.17.0.92] 

B3 5000 [0.96,0.81] 

B4 1000+2000 [1.07,0.95] 

B5 1000+5000 [1.00,0.89] 

B6 2000+5000 [0.90,0.82] 

B7 1000+2000+5000 [0.96,0.90] 

 

For both case studies, it can be found that the PEML trained by the first training set has the worst 

prediction capability since the training group has the most distant 𝑅𝑅𝑒𝑒𝜏𝜏 to the target group. Also, it 

is reported from various literatures [175] [176] that when the 𝑅𝑅𝑒𝑒𝜏𝜏 is larger than 1000, the flow 

field becomes unstable, and both the upstream second eddy and Taylor-Gortler-like vortices 

becomes unsteady. Therefore, the poor performances of case A1 and B1 are due to the transitions 

of dominant physics. All other PEMLs successfully reduce the error of field data when the 

predicted error is added back to the low-fidelity data. For case study #1, it is found that as more 

datasets are used for training, the error of corrected fields becomes smaller. Furthermore, it is 

found from Figure 5-23 that the simulation field corrected by interpolated PEML has better 

accuracy than that by extrapolated PEML. In this study, the interpolated PEML is defined as the 

case where the target 𝑅𝑅𝑒𝑒𝜏𝜏 falls within the range of 𝑅𝑅𝑒𝑒𝜏𝜏 of training groups (case A4, A6, A7), and 

the extrapolated PEML is defined as the case where the target 𝑅𝑅𝑒𝑒𝜏𝜏 falls outside the range of 𝑅𝑅𝑒𝑒𝜏𝜏 
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of training groups(A1, A2, A3, A5). For case study #2, it is found from Figure 5-22 that as the Re 

of training set becomes closer to the target set, the error of corrected field gets smaller.  

 

 
Figure 5-22: Histogram of PEML predicted uncertainty when the training group contains a 

single simulation and the target group has 𝑅𝑅𝑅𝑅𝜏𝜏−𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 10000. 

 

 
Figure 5-23: Histogram of PEML predicted uncertainty when the target group has 

𝑅𝑅𝑅𝑅𝜏𝜏−𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 5000. 

 

In addition to the random forest [177] machine-learning engine, this study also tests the 

feedforward neural network engine [178] [179]. It turns out that random forest is faster and more 

robust than the neural network, however, the error reduction with respect to the data amount is 

more obvious for the neural network.  
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5.3.3. Findings and Issues 

In this section, a local data-driven UQ method is developed based on PEML, and the 

objective is to quantify the uncertainty of SPH simulations. Random Forest is used as the machine-

learning engine for constructing a surrogate between local physical features and simulation 

uncertainties. Five lid-driven cavity simulations with different 𝑅𝑅𝑒𝑒𝜏𝜏 are set, the machine learning 

algorithm is trained and tested with various combinations of cases. The performance of PEML has 

been qualitatively analyzed: it is found that other than case A1 and B1, PEML is able to reduce 

the error of field data by adding the predicted back to the low-fidelity simulations. Besides, it is 

found that as more datasets are used for training, the performance of PEML becomes better, and 

the performance of interpolated PEML is better than the one of extrapolated PEML3. Moreover, 

this study also tests the capability of feedforward neural network as the PEML engine. It turns out 

that random forest is faster and more robust than the neural network, however, the error reduction 

with respect to the data amount is more obvious for the neural network. 

 

It is found that the performances of case A1 and B1 are not as good as others, and PEML 

is not likely to characterize the uncertainties due to physical transitions. Besides, to guide the 

uncertainty extrapolation from training to target cases, a mathematical correlation is needed 

between the characteristics of training and target cases. However, this study has not found a strong 

correlation between the similarity index, represented by fluid ratio and K-L divergence, and the 

PEML performance. Further investigations are needed for characterizing the relationship between 

training and target cases. It is suggested that more metrics and index can be tested for determining 

the cases’ similarity. Besides, considering the subjective nature of similarity judgements, a new 

concept is needed for extrapolating the simulation uncertainties. Presently, a new concept named 

“physical coverage” has been proposed. It first reduces the dimensionality of multiple physical 

features with t-Distributed Stochastic Neighbor Embedding method, and then visualize the physics 

coverage condition of target case with respect to the training case. Moreover, it is suggested from 

biomolecular discipline [180] that for high-fidelity measurements with averaged quantities over 

many elements and long periods of time, the model should be calibrated based on maximum-

entropy principle. The objective is to avoid overfitting associated with the calibration of few model 

                                                 
3 Definitions for interpolated and extrapolated PEML can be found in the glossary table at the end of this document 
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parameters. However, machine learning algorithms like Random Forest and feedforward neural 

network are based on maximum-likelihood principle. Therefore, it is necessary to test more 

maximum-entropy based algorithms, like Bayesian-maximum entropy integrative methods, etc. 

 

5.4. RISMC Model Validation Framework 

Since the objective of this study is to assess the credibility of NEUTRINO and to improve 

the EMDAP framework. New methodologies discussed in this chapter are incorporated into the 

EMDAP framework for (1) Identifying credibility requirements in validation process; (2) 

formalizing the decision-making process in the validation process (3) quantifying the uncertainty 

of SPH simulations in a transparent, consistent, and robust manner. Figure 5-24 shows a schematic 

flowchart for the improved EMDAP framework. The solid blocks (Elements #1 - #4) are inherited 

from the EMDAP framework, meanwhile, new components in bold fonts, including sufficient 

accuracy, data-driven validation, and PCMQBN are developed and included. The dashed blocks 

are defined with respect to their scopes and requirements.  
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Figure 5-24: A schematic flowchart of the improved EMDAP framework. The solid blocks are 

mainly inherited from the well-established EMDAP framework, and three of them have been 

improved with new methodologies (in bold font). The definitions and case studies of bold 

methodologies have been demonstrated in this study. The scopes and requirements of dash 

blocks have been defined for the dashed blocks. 

 

5.4.1. Blocks Improved by Formalized Methodologies 

The concept of sufficient accuracy is applied to Element 1. The validation goal, represented 

by maturity level and corresponding subjective beliefs, is determined according to the safety goal, 

where a critical belief and a range of acceptance domain for model credibility are identified. The 

transparency and consistency of this process is ensured by formalized procedures and 

mathematical derivations. At the same time, by admitting the subjective nature of validation and 

introducing qualitative validation goal, the robustness of this process is ensured by achieving a 

designated level of “credibility” across the validations and assumptions that are consistent with 

known facts. The PCMQBN is applied to the element for adequacy decision. The validation 

decision-making process is first defined as an argument process. Next, aiming at three components 

(evidence, structure, and acceptance criterion) of the validation arguments, PCMQBN further 
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represents the argument process with Bayesian Decision theory: the evidence is characterized 

according to the concept of sufficient accuracy; the argument structure is constructed according to 

the validation cubic model; and the acceptance criterion is made according to the sufficient-

accuracy-guided validation goal. Again, the transparency and consistency are ensured with 

formalized procedures and mathematical representations. The robustness is ensured by a 

formalized Bayesian sensitivity analysis, also known as Robust Bayes [75]. The Data-Driven 

Uncertainty Quantification is applied to Element 4. The uncertainty of SPH simulations are 

quantified with techniques of PEML, where a surrogate model is constructed between the local 

physical features and simulation uncertainties. Presently, Random Forest is used as the major 

algorithm for constructing the surrogate model. Meanwhile, the capabilities of constructed PEML 

are tested for both the interpolated and extrapolated scenarios4. The transparency is ensured by the 

opensource simulation engines and the open-access validation data management system. 

Meanwhile, the consistency is ensured by treating the surrogate model as a fast data extraction 

from high-fidelity database. The robustness is mainly ensured by the reliability and robustness of 

modern machine learning algorithms.  

 

5.4.2. Scoping Developments for Validation Data Plan and Uncertainty Scaling 

Validation Data Plan (VDP) is “a dynamic planning instrument to guide, and potentially 

optimize activities on data production and acquisition, data analysis and management, and data 

usage so that they enable effective support for development, assessment and application of 

simulation tools intended for challenge problem” [151]. In the flowchart of Figure 5-24, VDP 

refers to a decision model that (1) integrates information from all related validation activities, and 

(2) prioritizes data activities, based on cost-benefit analysis of possible activities. In this study, the 

cost-benefit analysis is performed based on the value of information theory5, and a decision tree is 

used for calculating the expected value of sample information (EVSI). The EVSI refers to the 

expected increase in utility or monetary value that a decision-maker could obtain from gaining 

access to a sample of additional observations before making a decision [181]. A synthetic example 

is prepared for demonstrating the procedure of calculating EVSI according to the adequacy 

                                                 
4 Definition of interpolation and extrapolation can be found in the glossary table at the end of this document 
5 The term “value of information” is defined in the glossary table at the end of this document 
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maturity from PCMQBN and a “postulated” new model. For the vent overflow model that has 

been discussed in section 5.2.2.1, it is assumed that a postulated model is designed such that the 

maturity level of validation result is improved as in Figure 5-25.  

 

 
Figure 5-25: Demonstration of maturity and code adequacy improvement by a “postulated” 

model. 

 

It is further assumed that the chance of getting such an improvement is 40%, and there is 

60% chance that a model as bad as the SET-Calibrate model is obtained. A decision tree, shown 

in Figure 5-26, can be built for determining the expected increase in monetary value by having an 

improved model rather than having the TDMI-calibrated model. In this scenario, the expected 

value is found to be negative, and it indicates that the efforts devoted to the development of such 

new model are more than those being already obtained. Therefore, the VDP for such a model is 

not preferred. 
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Figure 5-26: Decision tree for calculating the expected increase in the monetary values by 

having a postulated new model rather than having the IET-calibrated model. 

 

Another block being developed is the error propagation, where the simulation uncertainty 

will be propagated from validation to application scenarios. Since the biggest challenge of such 

propagation comes from the scaling analysis, such error propagation is also named as uncertainty 

scaling. The objective is to (1) characterize the applicability of reduce-scale validation to full-scale 

application. (2) construct a mathematical relationship between the simulation error and the 

characterized applicability. In previous section, a qualitative relationship has been constructed 

between the PEML corrected simulation error and the dimensionless number. An initial study has 

been performed for constructing a mathematical relationship between the simulation uncertainty 

and the similarity index. Presently, for the case study of lid-driven cavity, similarity indexes refer 
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to the Reynolds ratio and symmetric Kullback-Leibler Divergence, and their goal is to identify the 

similarity of training and testing scenarios. The Reynold ratio is estimated by the ratio of 𝑅𝑅𝑒𝑒𝜏𝜏 (Eq.  

63), while the symmetric Kullback-Leibler Divergence is estimated by probability distributions of 

local physical features. In this study, the Reynold ratio 𝑟𝑟∗is defined in Eq.  91, while the symmetric 

Kullback-Leibler Divergence 𝐷𝐷𝐾𝐾𝐾𝐾 is defined in Eq.  93.  

 

 𝑟𝑟∗ = 𝑅𝑅𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑅𝑅𝑅𝑅����𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡⁄  Eq.  91 

 𝑅𝑅𝑅𝑅����𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �𝑅𝑅𝑒𝑒𝑖𝑖

𝑛𝑛

𝑖𝑖

/𝑛𝑛 Eq.  92 

 

 𝐷𝐷𝐾𝐾𝐾𝐾(𝑃𝑃,𝑄𝑄) = �𝑃𝑃(𝑖𝑖) log�
𝑃𝑃(𝑖𝑖)
𝑄𝑄(𝑖𝑖)

� + 𝑄𝑄(𝑖𝑖) log�
𝑄𝑄(𝑖𝑖)
𝑃𝑃(𝑖𝑖)

�
𝑖𝑖

 Eq.  93 

 𝑃𝑃(𝑖𝑖) =
1

𝑁𝑁ℎ1ℎ2 … ℎ𝑑𝑑
��𝑘𝑘(

𝑥𝑥𝑗𝑗 − 𝑦𝑦𝑖𝑖𝑖𝑖
ℎ𝑗𝑗

)
𝑑𝑑

𝑗𝑗=1

𝑁𝑁

𝑖𝑖=1

 Eq.  94 

 

where 𝑅𝑅𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 is the Reynolds number of the target scenario; 𝑅𝑅𝑅𝑅����𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 is the average Reynolds 

number of the training scenarios calculated by Eq.  92; 𝑃𝑃(𝑖𝑖) and 𝑄𝑄(𝑖𝑖) are the probability density 

distribution of physical features 𝑦𝑦 approximated by multivariate kernel distributions; 𝑘𝑘(∙) is the 

one-dimensional kernel smoothing function; 𝑥𝑥 is the d-dimensional random vector for the physical 

features. 𝑁𝑁 is the number of samples drawn from each group of physical features. Figure 5-27 

shows the plot of L2 relative error norm for the corrected velocity field against the Reynolds ratio 

𝑟𝑟∗ and symmetric K-L Divergence 𝐷𝐷𝐾𝐾𝐾𝐾 when the target scenario has 𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 10000. However, 

no strong mathematical correlation has been found between the suggested representation of 

similarity and the PEML performance.  
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(a) L2 relative error norm versus Reynold ratio 𝑟𝑟∗ for x (upper) and y (lower) directions’ velocity 

field  
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(b) L2 relative error norm versus symmetric K-L Divergence of all physical features for x 

(upper) and y (lower) directions’ velocity field 

Figure 5-27: Plot of NMSE for the corrected low-fidelity simulation against the Reynolds ratio 

𝑟𝑟∗ and K-L Divergence when the target scenario has 𝑅𝑅𝑅𝑅𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 10000. 

 

5.4.3. Extended Framework Development 

The framework development of this study mainly contributes to the Risk-Informed 

Evaluation Model Development and Assessment Process (REMDAP) framework for the 

Integrated Research Project (IRP) of “Development and Application of a Data-Driven 

Methodology for Validation of Risk-Informed Safety Margin Characterization Models” [182]. The 

objective of IRP is to “provide a mathematically defendable basis for calculating biases and their 
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uncertainties for a wide range of operating conditions that represent the intended range of model 

application” by combining the CSAU/EMDAP methodology with advanced DDM methods, 

including Reduce Order Modeling (ROM) [183], Simulation-Based Scaling (SBS) [139], 

Validation Data Planning, and Validation Data Management System (VDMS) [184]. Figure 5-28 

shows the advanced methods and tools to facilitate the implementation of already demanding 

EMDAP in a risk-informed application. Orange boxes represent methodologies that will be 

developed in this project and their task number.  

 

 
Figure 5-28: Risk-informed Evaluation Model Development and Assessment Process. Orange 

boxes denote developments in the project and indicate EMDAP elements where the advances are 

expected to impact [182]. “Reqs” is the abbreviation for “Requirements”; VDMS refers to 

Validation Data Management System; SBS refers to Simulation-Based Scaling; DDM refers to 

Data-Driven Modeling; ROM refers to Reduced Order Modeling. 
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More details of the IRP progress can be found in the first-year annual report [185] and 

milestone reports [186]. Moreover, to guide and test the methodology development in this study, 

experimental facilities for flooding and system thermal-hydraulics will be designed.  

 

5.5. Issues and Challenges 

For the concept of sufficient accuracy, the application is limited to the validation processes 

with large uncertainties (Level 2 and 3), but not deep uncertainties. Meanwhile, the concept of 

sufficient accuracy is more applicable when the validation is required to be both convincing and 

efficient. This study investigates the relationship of subjective beliefs and assumes that the 

maturity levels are objective and prescribed. However, in many scenarios, the designation of model 

maturity levels can be subjective, and its effects have not been looked into. Besides, this study uses 

Bayesian Inference to propagate the error range from prototypic systems to sub-scale models, 

which only applies to scenarios with Level 1 uncertainty. Also, the inverse UQ techniques depends 

heavily on data coverage and data quality, their effects on the propagation of sufficient accuracy 

have not been included. 

 

For the concept of PCMQBN, the precision is the most important concern, and the 

Bayesian sensitivity analysis is proposed as a convenient resolution. It is found from the sensitivity 

analysis of Uncertainty [U] attribute that the PCMQBN estimations for the model credibility 

become closer to the real results as more uncertainty information is used. Further investigations 

will be included in the future work, where sensitivity study needs to be performed for all attributes, 

structures, and utility functions. In addition to the problem of precision, the attribute of coverage 

is not included. Besides, the effect of Process Quality Assurance (PQA) factors, classified as 

indirect evidence, is not considered. Due to the limited scope of this study, EMVs are determined 

by postulated monetary rewards and used to guide the validation decision-makings. Expected 

utility is still needed to properly connect to the concept of sufficient accuracy. 

 

For the technique of PEML-based local data-driven UQ, this study has not found a 

quantitative relationship between the similarity index and the simulation uncertainties predicted 

by PEML. It is suggested that more metrics and index should be tested for determining the 
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similarity index. Besides, considering the subjective nature and practical issues of similarity 

judgements, a new concept is needed for identifying the physical characteristics between scenarios. 

In addition, it is found from Figure 4-22 that the interactions between SPH uncertainties and 

scenarios’ physical characteristics are highly nonlinear. Also, the difficulties in determining 

numerical error makes SPH’s UQ more complicated than implicit LES. It is suggested that the 

error analysis of SPH should start from the small and fundamental scales, like the Lagrangian 

operators and smoothing functions, etc.  

 

5.6. Summary Remarks 

This chapter first describes three new technologies for improving the regular validation 

framework EMDAP. The concept of sufficient accuracy is developed for guiding the designation 

of model credibility requirements according to the safety analysis for prototypic systems. The 

sufficient accuracy admits the qualitative nature of model validation, and it combines the 

probabilistic and deterministic analysis by representing the validation goal with subjective belief 

and maturity levels. Besides, a technique of PCMQBN is developed to formalize the validation 

decision-making process with mathematical languages. PCMQBN is able to support the adequacy 

decision according to expert knowledge for scenarios with large uncertainties (Level 2 and 3). 

Moreover, a local data-driven UQ method is developed based on PEML, and the objective is to 

quantify the uncertainty of SPH simulations. Random Forest is used as the machine-learning 

engine for constructing a surrogate between local physical features and simulation uncertainties. 

Case studies are performed for each new concept, where findings and limitations are discussed. 

Finally, new technologies are incorporated into the regular EMDAP, and a new REMDAP 

framework is suggested.  

 

Figure 5-29 schematically illustrates the validation pyramid by the concept of sufficient 

accuracy. The propagation of validation goal is suggested according to the technique of bounded 

error, while the integration of model adequacy is suggested via the PCMQBN. At the same time, 

the local data-driven UQ technique aims to help the credibility assessment of sub-scale or integral 

model. However, more investigations are still needed, which include the verification of Machine 

Learning algorithms, the integration of sub-scale to full-scale errors, etc. 
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Figure 5-29: Schematic illustration of validation pyramid guided by the concept of sufficient 

accuracy. The propagation of validation goal is suggested to be achieved by the bounded error 

technique, while the integration of model adequacy is suggested to be achieved by PCMQBN. At 

the same time, the local data-driven UQ technique could help the credibility assessment of sub-

scale or integral model.  
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6. CONCLUSION: SUMMARY OF FINDINGS AND FUTURE WORK 
 
 

This chapter summarizes the findings and contributions. At the same time, 

recommendations are discussed for future works.  

 

6.1. Summary 

This study first assesses the credibility of Smoothed Particle Hydrodynamic (SPH) 

methods for the external-flooding and high-wind scenario (condition A2) according to the 

methodology of Code Scaling Applicability and Uncertainty (CSAU) and its regulatory guide 

Evaluation Model Development and Assessment Process (EMDAP). According to the author’s 

knowledge, high-rank phenomena and numerical benchmarks are identified for both external-

flooding and high-wind scenarios by the Phenomenon Identification and Ranking Table (PIRT). 

At the same time, performance measurement standards are established to decide if the code is 

adequate for the specific application. Next, by assuming that SPH simulation codes (assumption 

A1) are faithful representations of their underlying mathematical models, NEUTRINO and 

LAMMPS-SPH are used for predicting the quantity of interest of selected numerical benchmarks. 

However, due to the lack of data from integral effect tests, this study only estimates the 

performance of SPH methods for separate phenomena and processes (assumption A6), and the 

level of fidelity for supporting evidence is coarse.  

 

It is found that for the designated external-flooding scenario, SPH methods can predict the 

hydrodynamic force acting on both stationary and moving structures with acceptable performances. 

For the phenomena with stationary structures, it is suggested that the particle size of NEUTRINO 

simulation should be 0.02m. At the same time, according to the scaling analysis by dimensionless 

number 𝑥𝑥∗, the database is sufficient for predicting a similar phenomenon in full-scale scenarios. 

Such an argument also applies to the phenomenon of wave propagation, and the suggested particle 

size is 0.02m. For the phenomenon with moving structures, the suggested particle size for a 

postulated scenario is 0.25m for the falling cube and 0.1m for the floating cube. Since there is only 

one dataset for this phenomenon, distortion analysis is not applicable (N/A), and the database is 

not sufficient. Moreover, performance measurements cannot be made regarding the SPH’s integral 
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performance for the designated flooding scenario. Finally, the adequacy decision should be 

“inadequate” with respect to the available database and selected SPH implementations. 

 

It is also found that for high-wind scenarios, the performance of SPH methods in simulating 

turbulence and vortex shedding phenomena is insufficient. Moreover, the issue of particle vacancy 

problems is severe when the Reynolds number grows. Though the model of particle shifting 

algorithm can fill the vacancy without increasing the computational costs, the error fluctuations 

are severe, and the simulations become less stable. Besides, the database is not sufficient for both 

phenomena, and the uncertainty in the application scenarios cannot be bounded. Moreover, 

performance measurements cannot be made regarding the SPH’s integral performance for the 

designated high-wind scenario. Finally, the adequacy decision should be “inadequate” with respect 

to the available database and selected SPH implementations.  

 

Table 6-1 summarizes the performance of SPH methods in simulating external-flooding 

and high-wind scenarios. The judgments on the simulation performance are made according to the 

performance standards in section 4.1.2. At the same time, the results of scaling analysis for the 

validation database and the accuracy assessments for SPH simulations are also included. The 

judgment on each scaling attribute is made based on the attribute definitions and database 

properties in section 4.4. Due to the limitation of database, the distortion analysis is not applicable 

(N/A). It is suggested that additional models, including the turbulence model, wall function, the 

pressure-velocity coupling model, and adaptive particle size, etc., should be developed. Also, more 

data from the large-scale flooding scenarios, wind tunnel, debris transport, and so on, should be 

gathered. Moreover, this study is built based on the author’s best knowledge, diverse expert 

opinions are still needed. Besides, it is suggested that additional models, including the turbulence 

model, wall function, and adaptive particle size, etc., should be developed. At the same time, more 

data from the large-scale flooding scenarios, wind tunnel, debris transport etc. should be gathered. 
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Table 6-1: Performance summary of SPH simulations, where the performance standards and 

phenomena identifications are discussed in section 4.1. Results from accuracy assessment and 

database scaling analysis are also included. The accuracy is measured by 𝐿𝐿1 relative error norm 

according to section 4.3, the qualitative judgments on relevancy, sufficiency, and distortion are 

made according to section 4.4 scaling analysis. 

External-Flooding Scenario 

ID Phenomenon  
Description Performance Accuracy 

(𝐿𝐿1 Error) 

Validation Database Suggested 
Particle 
Size Relevancy Sufficiency Distortion 

A Response Time 

 Wave 
propagation Reasonable  12.7% Yes Yes Bounded 0.02m 

B Structural Loads 

 

Hydrodynamic 
force on 
stationary 
structures 

Excellent  3.6% Yes Yes Bounded 0.02m 

 

Hydrodynamic 
force on 
moving 
structures 

Falling – 
Insufficient  5.52% Yes No N/A Falling – 

0.25m 

Floating – 
Insufficient 4.41% Yes No N/A Floating – 

0.1m 

High-Wind Scenario 
A Velocity field 
 Turbulence Insufficient 22.3% Yes No Unbounded 0.01m 

 Vortex 
Shedding Insufficient >100% Yes No Unbounded N/A 

 

Besides, by assuming that the scaling methodology is consistent and improvable 

(Assumption A5), this study then identifies three issues of established validation framework, 

including the formulation and assessment of validation goal, obscure decision-making process for 

the code adequacy, and insufficient code performance. Three new technologies, including 

sufficient accuracy, Predictive Capability Maturity Quantification by Bayesian Network 

(PCMQBN), and local data-driven Uncertainty Quantification (UQ) are formalized and 

demonstrated with case studies. A flowchart of the improved validation framework is suggested 

by incorporating three new methodologies, and the scopes of two additionally required 

methodologies are defined. At the same time, the improved framework will contribute to the 
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development of Risk-Informed Evaluation Model Development and Assessment Process 

(REMDAP). 

 

First, a concept of sufficient accuracy is developed for guiding the formalization of model 

credibility and the designation of validation goal, which are consistent with the risk-informed 

concept and safety-analysis purpose. The sufficient accuracy is designed for situations with large 

but not deep uncertainties (assumption A3 and A4), and it combines both probabilistic and 

deterministic analysis by representing the validation goal with subjective beliefs and objective 

maturity levels. Comparing to the regular approach, the sufficient accuracy explicitly connects 

accuracy requirements with safety analysis in designating validation goals. At the same time, the 

sufficient accuracy admits the qualitative and subjective nature of model validation under large 

uncertainties (assumption A3). It also enables a sophisticated documenting capability for all 

involving human artifacts for remaining convincing with subjective inputs. Moreover, the 

sufficient accuracy aims to avoid the excess conservatism by seeking the critical belief for 

accepting the models. In this study, the critical belief is defined as the situations where model 

predictions can always satisfy the safety requirements if the subjective beliefs from assessments 

are higher than the critical values. Two case studies are performed to demonstrate the concept and 

application of sufficient accuracy. Meanwhile, the critical beliefs on the model maturity are found 

according to the safety requirements and the sampling of uncertain scenarios. The acceptance 

domain and two extreme regions are identified. The case study also shows the process of 

propagating the validation goal from an integral model to sub-scale models. It is found that the 

critical beliefs assessed by sub-scale models are higher than those by the integral model. At the 

same time, the error ranges for predictions from sub-scale models are much narrower than those 

from prototypic models since errors propagated from sub-scale models are physics-constraint.  

 

Second, a technique of PCMQBN is developed to formalize the validation’s adequacy-

decision-making process with mathematical languages. Considering the subjective nature of 

validation, the validation decision-making process is first defined as an argument process 

(assumption B1). Next, aiming at three components (evidence, structure, and acceptance criterion) 

of the validation arguments, PCMQBN further represents the argument process with Bayesian 

Decision theory (assumption B2-B5): the evidence is characterized according to the concept of 
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sufficient accuracy; the argument structure is constructed according to the validation cubic model; 

the acceptance criterion is made according to the sufficient-accuracy-guided validation goal. Next, 

the Bayesian network is used for graphically representing the adequacy decision-making process 

(assumption B6). When the scenarios have Level 1 uncertainty, the PCMQBN becomes a Bayesian 

inference process, where the maturity level of sub-attributes and the conditional probabilities can 

be directly inferred. For scenarios with Level 2 or 3 uncertainties, PCMQBN can support the 

integration of evidence and the argument towards the adequacy decision for application purposes. 

Besides, two case studies are prepared for demonstrating the application of PCMQBN in 

estimating the model credibility. It is found that for the same model, it is preferable to have the 

model parameters being calibrated by the QoI directly rather than being calibrated separately. Also, 

when the data of QoI are used directly for model calibrations (posterior information), the 

experiments that measure the QoI should be more important than others. Besides, it is found that 

when only prior information is used for model prediction, the model credibility depends heavily 

on the amount and coverage of prior information. If important information and highly correlated 

parameters cannot be accurately measured, a complicated model may result in bad predictions.  

 

Third, it is found that the uncertainty of SPH simulations can hardly be represented 

precisely by parametric distributions (assumption C1). Therefore, a local data-driven UQ method 

is developed based on the technique of Physics-Evaluated Machine Learning (PEML). The 

objective is to quantify the total uncertainty of SPH simulations based on local simulation errors 

(assumption C2). Random forest is used as the machine-learning engine for constructing a 

surrogate between local physical features and simulation uncertainties. Five lid-driven cavity 

simulations with different 𝑅𝑅𝑒𝑒𝜏𝜏  are set, the machine learning engine is trained and tested with 

different cases. The performance of the constructed surrogate has been qualitatively analyzed. It 

is found that for most cases, the constructed surrogate is able to reduce the local errors of low-

fidelity SPH simulations. Besides, it is found that as more datasets are used for training, the 

performance of the constructed surrogate becomes better. Also, the performance of interpolated 

PEML is found to be better than that of extrapolated PEML. The interpolated PEML is defined as 

situations where the Reynolds number of the testing cavity flow is covered by the Reynolds 

number of training cases, and the extrapolated PEML is the situation where the Reynolds number 

of the testing cavity is outside the range of training cases. Moreover, this study also tests the 
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capability of feedforward neural network as the machine-learning engine, and it turns out that 

random forest is faster and more robust than the neural network. 

 

In conclusion, this study first examines the CSAU/EMDAP approach for systematically 

assessing the credibility of SPH methods in RISMC applications. It is found that with the collected 

database and selected SPH implementations, SPH methods are expected to be “inadequate” in 

simulating the designated external-flooding and high-wind scenarios. Next, this study identifies 

three framework issues during the assessment, and new methodologies are suggested. Finally, an 

improved framework is suggested by incorporating the formalized methodologies, and potential 

challenges are discussed.  

 

6.2. Contributions 

Major contributions of this study include:  

 

(1) The systematic validation of SPH simulations for the transient and accident 

analysis.  

Previously, the validation of SPH simulations is performed independently. Without a 

specific intended use, validation goals and investigated phenomena of previous validations are 

rarely connected. In this study, to inform the nuclear safety analysis, SPH method is selected as 

the simulation tool for predicting the generation, propagation, and interaction of external hazards, 

including external flooding and high wind, with the nuclear SSCs. Next, by collecting the available 

database and applying selected SPH implementations, this study systematically assesses the 

credibility of SPH methods for the designated scenarios of external flooding and high wind. 

Besides, to ensure the reliability and consistency, this study employs the CSAU/EMDAP 

validation framework.  

 

(2) The development of the concept of sufficient accuracy for guiding the 

validation of RISMC tools.  

Previously in the EMDAP/CSAU framework, the validation goal is usually defined by 

simulation accuracy/error information calculated using validation metrics, and the subjective 
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nature of validation under large uncertainties is not discussed. Moreover, the designation and 

propagation of validation goals are not formalized, especially when multiple phenomena, 

processes, and components are involved. In this study, the subjective nature of validation under 

large uncertainties are stressed, and a concept of sufficient accuracy is suggested for formalizing 

the representation of model credibility. To be specific, the “accuracy” is represented by the 

maturity level that objectively tracks the model’s quality, and the “sufficient” is characterized by 

the decision-makers’ subjective beliefs on the model’s quality. Guided by the concept of sufficient 

accuracy, the validation goal can be directly related to the safety goal of risk-informed safety 

analysis methodologies. At the same time, the formalization of sufficient accuracy concepts helps 

the designation and propagation of validation goals for multi-scale models. The sufficient-

accuracy-guided validation goal also enables a formalized decision-making process for model 

adequacy. Case studies are performed to demonstrate and evaluate its applicability, while potential 

issues are also discussed.  

 

(3) The application of Physics-Evaluated Machine Learning in quantifying the 

uncertainty of SPH methods based on local information.  

Previously, the characterization of SPH uncertainties is a great challenge since the particle 

will distribute in a disordered pattern after the simulation starts. The well-established UQ methods 

for scientific computing require a separation of simulation uncertainties with respect to their 

sources and aim to characterize each uncertainty term with parametric distribution. However, all 

uncertainty terms of SPH methods are tightly coupled, and they can hardly be represented precisely 

by parametric distributions. In this study, the concept of Physics-Evaluated Machine Learning 

(PEML) is applied to construct a surrogate model between the local error of coarse-grid SPH 

simulations and the coarse-grid local physical features using Machine Learning algorithm. The 

performance of PEML has been qualitatively analyzed with respect to the similarity between 

training and testing cases, data amount, and machine learning engine. Case studies are performed 

to demonstrate and evaluate its applicability, while potential issues are also discussed. 

 

(4) The application and improvement of PCMQBN for the model credibility and 

adequacy assessment.  
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Previously, the decision-making process towards model adequacy is heuristic and obscure. 

When evidence from full-scale facilities and prototypic conditions are not available, it becomes 

hard to remain convincing when the evidence from reduce-scale facilities and separate phenomena 

are integrated towards the adequacy decision. In this study, the validation process is formalized as 

an argument process. Next, Bayesian decision theory is employed for representing the validation 

argumentation with mathematical languages. At the same time, based on the concept of sufficient 

accuracy, the model credibility is represented by a combination of objective maturity level and 

subjective belief. Next, the integration of evidence is represented graphically by Bayesian Network. 

Finally, monetary values are assigned to each maturity level, and the adequacy decision can be 

made transparently and consistently by comparing the expected monetary rewards against the 

criteria. Case studies are prepared for demonstrating and evaluating the applicability of this method, 

while limitations and potential issues are also discussed.  

 

(5) The improvement of CSAU/EMDAP validation framework by incorporating 

new methods and techniques.  

In this study, the concept of sufficient accuracy is developed for adapting the well-

established CSAU/EMDAP framework to the risk-informed concept. The sufficient accuracy 

stresses the subjective nature of validation under large uncertainties. And it helps the designation 

and propagation of validation goals through multi-scale models. At the same time, the Predictive 

Capability Maturity Quantification by Bayesian Network (PCMQBN) is incorporated for 

transparently and consistently representing the decision-making process of model adequacy. 

Moreover, the Physics-Evaluated Machine Learning (PEML) technique is introduced for 

improving the uncertainty quantification process for SPH methods with novel machine learning 

algorithms. Meanwhile, an improved CSAU/EMDAP framework is suggested by incorporating 

the formalized methodologies. Besides, scopes are defined for two additionally required 

methodologies, including the Validation Data Plan (VDP) and Uncertainty Scaling. At last, this 

study aims to contribute to the development and assessment of Risk-Informed Evaluation Model 

Development and Assessment Process (REMDAP) framework.  
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6.3. Recommendations for Future Work 

Based on the progress of this study, further improvements can still be made, including:  

 

(1) To improve the capability and robustness of PCMQBN 

In this study, the evidence characterizations, validation structures, and acceptance criteria 

are prepared based on the author’s knowledge. Mathematical Models for validation cubic and 

weight factor are tentative. Proper formalization and sophisticated analysis for complex case 

studies are still needed. Besides, for Bayesian applications, strong assumptions must be made for 

the precision of probability and utility such that they can be represented precisely with a single 

additive value [53]. Under the large uncertainty of the validation process, additional analysis is 

needed to make the results convincing. One convenient approach is called Robust Bayes [75], 

where multiple validation assessments are performed, and the classes of results are ensembled to 

inform the final decision of model credibility. Besides, the sensitivity study is a unique feature 

enabled by the quantified framework. Once an agreement is reached on the validation structures, 

acceptance criteria, and evidence characterizations, PCMQBN validation can be performed 

transparently and independently by individuals from the expert community. And the “defense-in-

depth” can be assured for the validation quality. 

 

(2) To improve the capability and validation of SPH simulations  

For the SPH methods, it is recommended that additional models, including turbulence 

model, wall function, the pressure-velocity coupling model, and adaptive particle size, etc., should 

be developed. Also, more data from the large-scale flooding facilities should be gathered. In this 

study, as a part of the integrated research project, a flooding test facility has been constructed in 

George Washington University and is ready to generate data for various phenomena. At the same 

time, teams from Centroid Lab Inc. has been actively developing and incorporating new models 

for NEUTRINO software. Collaborations with both teams will continue improving the capability 

of SPH and helping the validation progress.  
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(3) To improve the local data-driven UQ technique and uncertainty 

extrapolations 

In section 5.3, only qualitative relationships are constructed between the PEML-predicted 

total uncertainty and the training case. Characterization of training cases by similarity index, like 

Reynolds ratio and K-L divergence, does not show a good result. More metrics and methods should 

be tested for determining the similarity index. It is also suggested that a new concept named 

“physical coverage” should be used for extrapolating the simulation uncertainty rather than the 

similarity. Moreover, considering the complex nature of SPH methods, advanced techniques, like 

physics-integrated ML, should be tested for quantifying the SPH simulation uncertainty.  

 

(4) To formalize and develop the concept of VDP and uncertainty scaling 

In section 5.4, a schematic flowchart has been prepared as the improved EMDAP 

framework. Two important components, VDP and uncertainty scaling, has been investigated 

concerning their requirements and preliminary developments. Further developments are still 

needed for formalizing their assumptions, theories, and procedures. Case studies are also needed 

for demonstrating and validating the proposed concepts.  
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GLOSSARY 
 
 
Terminology Definition 

Acceptance Domain 

An accuracy requirement for simulating the generation, propagation, 
and interaction of accident scenarios. The acceptance domain is 
inherited from the concept of sufficient accuracy and arisen from the 
application requirements. Other than the practical consideration, no 
explicit restriction is placed on the acceptance domain. 

Bounded Error 

An error analysis for the M&S based on the discrepancy between the 
model prediction and the true value. The bounded error is inherited 
from the concept of sufficient accuracy and estimated by comparing 
the model prediction against the true value or high-fidelity data. The 
bounded error has to be consistent, therefore, the analyzing process 
should be transparent, complete and robust. 

Coverage 

The coverage is direct evidence that is assessed by comparing the 
range of parameters for each phenomenon in the phenomenology 
pyramid (PP) with the range of parameter for the corresponding model 
in the model pyramid (MP) and data in data pyramid (DP), the 
coverage information for each component can be obtained [153]. 

Consistency In classical deductive logic, a consistent theory is one that does not 
contain a contradiction.  

Confidence A subjective belief on a hypothesis based on the current states of 
knowledge. It is quantified by probability in this study [187].  

Credibility 

When a simulation model and its results can be accepted by decision-
makers for certain application, it can be called credible. In this study, 
credibility composes the accuracy of model prediction against 
measured data, the quality of database, the scaling analysis of database, 
and the acceptance criterion of decision-makers 

Data Applicability Data applicability is direct evidence that concerns the data quality 

Deep Uncertainty 

The condition in which analysts do not know or the parties to a 
decision cannot agree upon (1) the appropriate models to describe 
interactions among a system’s variables, (2) the probability 
distributions to represent uncertainty about key parameters in the 
models, and/or (3) how to value the desirability of alternative outcomes 
[68] 

Enhanced Fujita 
(EF) Scale 

Published by the National Weather Service [188], the Enhanced Fujita 
scale is implemented in place of the Fujita scale, and it rates the 
intensity of tornadoes in the U.S. and Canada based on the damage 
they cause. 

EF 1 scale tornado 
Wind speed of EF1 tornado ranges from 138 – 177 km/h. It causes 
moderate damage, including stripping roofs, overturning and damaging 
mobile homes, etc. [188]  

Extrapolated PEML 
The extrapolation PEML is defined as the case where the target fluid 
characteristics (like 𝑅𝑅𝑒𝑒𝜏𝜏) falls outside the range of training groups’ 
fluid characteristics 
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Expected Value of 
Sample Information 
(EVSI) 

The expected increase in utility that a decision-maker could obtain 
from gaining access to a sample of additional observations before 
making a decision [181] 

Interpolated PEML 
The interpolation PEML is defined as the case where the target fluid 
characteristics (like 𝑅𝑅𝑒𝑒𝜏𝜏) falls within the range of training groups’ fluid 
characteristics 

Maturity Level 

Maturity level is an attempt to objectively track intellectual artifacts, or 
evidence, obtained in an assessment of an M&S effort [48]. The levels 
of maturity are determined based on intrinsic information quality and 
contextual information quality [189] 

Nonparametric 
Nonparametric technique is based on either distribution-free or 
distributions with unspecified parameters, like mean and variance. It 
does not assume any fixed structure of a model.  

Predictive Capability 
Maturity Model 
(PCMM) 

A decision model for assessing the level of maturity of computational 
modeling and simulation efforts according to six contributing elements 
[48] 

Predictive Capability 
Maturity 
Quantification 
(PCMQ) 

The quantified version of PCMM developed by Athe, et al. [157] 

Physics-Evaluated 
Machine Learning 

Physics-Evaluated Machine Learning (PEML) is also known as Type II 
ML framework [174]. Based on prior knowledge, PEML analyzes the 
discrepancies between observations and simulations. The objective is 
to inform simulations by observed data such that a consistency can be 
achieved between data and model. 

Relevance [R] 

Relevance is direct evidence that is determined based on the geometric 
similarity and material scaling. It determines the degree of applicability 
of data based on the preconceived view of phenomenology/process 
[152] 

Subjective 

In philosophy, the subjectivity is contrasted to the objectivity, while in 
this study, the subjective is an interpretation for probability, which 
should be rationally changed to account for availability of related 
evidence.  

Sufficient Accuracy 

A risk-informed concept for M&S validations by adapting the accuracy 
requirements according to scenarios and tools’ limitation. The 
sufficient accuracy is the theoretical basis for the risk-informed 
validation framework. It is designated for situations where the effect of 
uncertainties is dominant. The “sufficient” is measured by the utility on 
the model accuracy. It requires the validation to be transparent, 
complete, consistent and improvable. 

(Physics) Scaling [S] 

Physics scaling is direct evidence that reflects the degree of similarity 
between phenomena in phenomenology pyramid and experiments in 
data pyramid on the basis of physics scaling. It determines the gap 
between the test facility and reactor behavior (phenomena at reactor 
conditions) [153] 
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Uncertainty [U] 
Data uncertainty is direct evidence that consists of uncertainty in the 
measured data due to instrumentation errors and limited resolution of 
measurement instruments [153].  

Utility 

Utility is the sum of all pleasure minus the suffering that results from 
an action. And the utility function represents a consumer’s preference 
ordering over a choice set. Considering the difficulty of eliciting utility 
and the controversy of theory itself, this study uses simple monetary 
rewards for ranking alternatives and making best decisions.  

Validation Result 

Validation result is direct evidence that concerns the comparison of 
model prediction and measurement. Validation result is quantified 
based on the assessment of two sub-attributes: coverage and validation 
test result 

Value of 
Information 

Value of information refers to the numerical values that are assigned to 
the elimination or reduction of any uncertainty [190] 
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